
 

 

 

 

 
 

 
The Aurora Centre, 56 The Terrace, PO Box 1556, Wellington  
– Telephone 04-916 3300 – Facsimile 04-918 0099 

 

 

 

30 October 2025  

 

 

Tēnā koe  

 

 

Official Information Act request 

Thank you for your email of 27 August 2025, requesting information about 
Automated Decision Making (ADM). 

I have considered your request under the Official Information Act 1982 (the Act). 
Please find my decision on your request set out below. 

1. reviews and assessments of automated decision making as laid out in the 
response. 

There are two ADM processes listed on the Ministry of Social Development’s (the 
Ministry’s) website. These are for: 

• Child Support Pass-On (CSPO)  
• 26-Week Reapplication for Jobseeker Support.  

Some information in scope of your request is already publicly available on the 
Ministry’s website. You can find the November 2022 Regulatory Impact Statement 
for CSPO here: www.msd.govt.nz/documents/about-msd-and-our-
work/publications-resources/information-releases/cabinet-papers/2023/passing-
on-child-support-to-sole-parent-beneficiaries-phased-implementation/regulatory-
impact-statement-child-support-pass-on-addendum.pdf  

Please see attached the following documents relevant to your request for reviews 
and assessments of the above ADM processes: 

1. Report – CSPO and automated decision-making 
2. Security, Privacy, Human Rights & Ethics Assessment – CSPO Entitlement 

Assessment and Share 
3. CSPO – ADM compliance checklist 
4. 26-week Reapplication – ADM compliance checklist 
5. Security, Privacy, Human Rights & Ethics Assessment – 26-week 

Reapplications 
6. REP/24/3/259 – Report – Safeguards for the Ministry of Social 

Development’s use of Automated Decision-Making 



Some information is withheld under section 9(2)(h) of the Act, to maintain legal 
professional privilege. The greater public interest is in ensuring that government 
agencies can continue to obtain confidential legal advice. 

You will also note that some information has been withheld under section 9(2)(k) 
of the Act, in order to prevent the disclosure or use of official information for 
improper gain or improper advantage. This is because information released under 
the Act may end up in the public domain, for example, on websites including the 
Ministry’s own website. 

2. how many complaints about the automated decision-making process there 
has been, and what they were about 

People have a right to review a decision that has been made on their entitlement 
through the normal Review of Decision process, including decisions made with 
ADM. 

The Ministry’s complaint system is such that complaints are not sorted by topic. In 
order to find any complaints that were related to ADM would require us to manually 
review all complaints to find relevant information.  

We have searched through alternative avenues to see if any complaints have been 
made directly to teams involved with ADM and were unable to locate any. However, 
we cannot be certain that there are no complaints without review of all complaints 
in the complaint system. 

As such, this request is refused under section 18(f) of the Act, as substantial 
manual collation would be required to collate this information. The greater public 
interest is in the effective and efficient administration of the public service. 

I have considered whether the Ministry would be able to respond to your request 
given extra time, or the ability to charge for the information requested.  I have 
concluded that, in either case, the Ministry’s ability to undertake its work would 
still be prejudiced. 

I will be publishing this decision letter, with your personal details deleted, on the 
Ministry’s website in due course. 

If you wish to discuss this response with us, please feel free to contact 
OIA Requests@msd.govt.nz. 

If you are not satisfied with my decision on your request, you have the right to 
seek an investigation and review by the Ombudsman. Information about how to 
make a complaint is available at www.ombudsman.parliament.nz or 0800 802 602. 

Ngā mihi nui 

 

Anna Graham 
General Manager 
Ministerial and Executive Services 
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Executive summary 

This section contains legal advice at paragraphs 5 and 9, and at recommendation 
5 and is legally privileged. 

3 MSD uses automation and ADM in some processes in the welfare system to 
improve the efficiency of decision-making and to provide timely assistance to 
our clients. It is critical for us to have appropriate safeguards in place to 
support the safe use of ADM by MSD, and to protect the interests and 
wellbeing of our clients who are affected by automated decisions. 

4 We have introduced an ADM Standard (the Standard) which contains 
safeguards across a range of areas that must be met when there is a 
proposal to automate a decision at MSD. Our Standard is designed to help 
mitigate risks already seen internationally when ADM is poorly implemented. 

5  
 

 
 

 
 

 

6 We have had constructive engagement with the Office of the Privacy 
Commissioner since the time of developing the Standard, and from 1 July 
2023, we are statutorily required to consult with the Privacy Commissioner 
when developing or amending the Standard. We intend to consult with them 
further on a proposed minor amendment to the Standard to reflect your 
feedback from December 2023 [REP/23/12/958 refers] and any other 
changes that may be proposed during further work. 

7 From 1 July 2023, as part of the Child Support Pass-On changes, our use of 
ADM in respect of child support payments became subject to legislative 
safeguards, including the requirement for MSD to have a Standard and to 
comply with it. The safeguarding provisions currently apply by legislation 
solely to MSD’s use of ADM for child support payments. Our view is that ADM 
should only be used when appropriate safeguards are in place. Therefore, 
subject to your decisions in Paper 2, we seek your agreement to seek Cabinet 
approval to expand the application of the existing safeguarding provisions 
beyond their current targeting to child support payments to cover other uses 
of ADM within MSD. 

8 We considered whether our existing safeguards could be strengthened by 
other options but found that they appropriately balance the efficiency and 
effectiveness of ADM while maintaining the flexibility to adapt to rapidly 
emerging technological changes, although consultation feedback from some 
agencies noted preference for alternative options. 

s9(2)(h)
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9  
 
 

 

10 We recognise the importance of an all-of-government approach to the use of 
ADM in New Zealand. While we do not have a mandate to lead work on a 
cross-government approach, we are committed to actively supporting any 
work in this space. 

s9(2)(h)
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Recommended actions 

It is recommended that you: 

1 note that the Ministry of Social Development’s (MSD) use of automated 
decision-making (ADM) is governed by our ADM Standard (the Standard) 
which provides a range of safeguards to support the safe use of ADM by MSD, 
and to protect the interests and wellbeing of our clients 

2 note that we have had engagement with the Office of the Privacy 
Commissioner in the past and intend to consult with them further on a 
proposed minor amendment to the Standard to reflect your feedback from 
December 2023 and any other changes that may be proposed during further 
work 

3 note that from 1 July 2023, our use of ADM for child support payments 
became subject to legislative safeguards, including the requirement for us to 
have a Standard and to comply with it 

4 agree, subject to your decisions in Paper 2 [REP/24/3/258 refers], to seek 
Cabinet approval to expand the application of the existing safeguarding 
provisions beyond their current targeting to child support payments 

AGREE / DISAGREE 

5  
 

 

 

 

   

Simon MacPherson 
Deputy Chief Executive, Policy  Date 

 

 

 

   

Hon Louise Upston 
Minister for Social Development and 
Employment 

 Date 
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It is critical for us to have safeguards for the Ministry of 
Social Development’s use of automated decision-making 

11 As noted in Paper 1 [REP/24/3/257 refers], the Ministry of Social 
Development (MSD) uses automation and automated decision-making (ADM) 
in some processes in the welfare system to deliver support to our clients.1 
The use of ADM can improve the efficiency of decision-making and provide 
timely assistance to our clients. 

12 It is critical for us to have appropriate measures or safeguards in place to 
support the safe use of ADM by MSD, and to protect the interests and 
wellbeing of our clients who are affected by automated decisions. These 
safeguards will continue to remain critical as our use of ADM is expected to 
expand under the multi-year Te Pae Tawhiti transformation programme. If not 
implemented rigorously, ADM can carry the risk of causing harm to clients by 
automating decisions at scale that contain unintended bias or discrimination. 
This could result in potential negative impacts on clients, including on those 
that are disproportionately represented in the welfare system, for example, 
Māori communities [REP/23/12/958 refers]. 

We have introduced a Standard with safeguards that must be 
met when automating decisions  

13 We have introduced an ADM Standard (the Standard) to govern the 
development of new processes that use ADM at MSD (Appendix 1). It 
contains a range of safeguards in the form of requirements that must be met 
when there is a proposal to automate a decision at MSD, and the automated 
decision has the potential to affect an individual’s entitlement, obligations, or 
eligibility status for support delivered or funded by MSD. The Standard is 
designed to help mitigate risks already seen internationally when ADM is 
poorly implemented. 

14 We began developing the Standard as internal guidance in 2021, 
incorporating key principles from the Algorithm Charter for Aotearoa New 
Zealand, the Principles for the Safe and Effective Use of Data and Analytics, 
and the Data Protection and Use Policy (which aligns with and is based on te 
ao Māori values). We consulted on the proposed Standard with New Zealand 
government agencies, the Office of the Privacy Commissioner (OPC), and with 
our internal Māori communities’ team. The Standard was first approved by 
MSD’s Leadership Team in 2022.  

 
1 Automation is the use of electronic systems to replace repeatable processes to reduce dependency 
on manual actions or interventions. If there is a decision, a human is still involved in the decision-
making. Automated decision-making (ADM) occurs when the electronic system makes a decision 
within an automated process where there is no substantial human involvement in making that 
decision. Thus, automating parts of a process is different to automating a decision within the 
automated process. ADM is, technically speaking, a form of Artificial Intelligence (AI). However, it is 
important to clarify that our current use of ADM does not include generative AI, for example, large 
language models. 
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15 From 1 July 2023, as part of the Child Support Pass-On changes, we are 
required by legislation to have an approved Standard for our use of 
automated electronic systems in respect of child support payments under 
section 363A(5) of the Social Security Act 2018 (SSA). We are also required 
to ensure that the use of the system is consistent with the approved Standard 
(section 363A(4)(c) of the SSA). We have voluntarily chosen to apply the 
requirements of the Standard to the development of any new processes that 
use ADM at MSD. 

The Standard provides safeguards covering a range of areas including 
transparency and human oversight 

16 The Standard requires that we have taken sufficient steps to manage 
unintended bias or discrimination, are transparent with clients about our use 
of ADM, and are maintaining human oversight by providing channels for 
public inquiries or for challenging automated decisions. We will continue to 
operate multiple channels for client engagement, including through phone 
calls and face-to-face appointments. This was also recommended by the 
National Beneficiaries Advocacy Consultative Group during consultation. 

17 A high-level summary of the safeguards provided by the Standard has been 
set out in Table 1, and a more detailed table can be found in Appendix 2. 

Table 1: Safeguards provided by MSD’s ADM Standard 

 Area Safeguards 

General 
requirements 

ADM must improve efficiencies and effectiveness of decision-making and 
balance factors such as cost, accuracy, and safeguarding the wellbeing 
of those affected. 

Checking accuracy 
and bias 

Accuracy and reliability must be assessed before implementation of ADM. 
Steps must be taken to identify and manage unintended bias and 
discrimination. 

Policy, fraud, and 
legal 
considerations 

Automated decisions must be lawful and align with policy intent. Impact 
on fraud and/or client non-compliance must be assessed before 
implementation. 

Transparency 
requirements 

The use of ADM must be communicated to individuals in a way that is 
easy to understand and clearly shows a decision was made using 
automation. 

Human oversight 
requirements (for 
public inquiries) 

A visible point of contact must be nominated for public inquiries about 
decisions made using automation. 

Human oversight 
requirements (for 
appealing 
decisions) 

MSD must provide a visible and accessible channel for challenging or 
appealing decisions made using automation. 

Compliance with 
the Standard 

Compliance with the Standard must be verified for all new uses of ADM 
through risk assessments (this is done using MSD’s Privacy, Human 
Rights and Ethics framework). Regular monitoring and compliance 
reviews must be carried out to ensure that the approved ADM continues 
to meet the requirements of the Standard. 
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Our Standard is consistent with key principles from national and 
international best practice guidelines 

This section contains legal advice at paragraphs 19-21 and is legally privileged. 

18 We are among the first public service agencies in New Zealand to develop a 
Standard with safeguards of this nature. We are also among the first public 
service agencies to be subject to legislative obligations to both have a 
Standard and to approve the use of ADM where the proposed use meets 
legislative requirements. 

19 

20 

21 

s9(2)(h)
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Development of the Standard itself is subject to safeguards 

22 From 1 July 2023, as part of the Child Support Pass-On changes, 
development of the Standard itself became subject to certain safeguarding 
provisions. For example, we are statutorily required to consult with the 
Privacy Commissioner when developing or amending the Standard. We have 
had constructive engagement with the OPC since the time of developing the 
Standard, and intend to consult with them further on a proposed minor 
amendment to the Standard to reflect your feedback from December 2023 
[REP/23/12/958 refers] and any other changes that may be proposed during 
further work. The SSA also requires that the Standard must be published on 
the Gazette and on our website to ensure public transparency about our use 
of ADM for child support payments. 

23 A high-level summary of these safeguards has been set out in Table 2, and a 
more detailed table can be found in Appendix 2. 

Table 2: Safeguards for development of MSD’s ADM Standard 

Area Safeguards 

Approval of the 
Standard  

The Standard, and any changes to it, are approved by MSD’s Leadership 
Team. MSD must consult with the Privacy Commissioner on the Standard 
as part of the approval process. 

Review of the 
Standard 

The Standard must be reviewed at least once every three years. 

Publication 
requirements 

The Standard must be published in the Gazette and on MSD’s website. 

Relation to 
legislation  

Primary legislation requires MSD to have a Standard and to ensure that 
MSD’s use of ADM in respect of child support payments is consistent with 
the Standard. 

There are additional legislative safeguards for our use of 
automated decision-making 

24 From 1 July 2023, MSD’s use of ADM for child support payments became 
subject to additional legislative safeguards. For example, there is a 
requirement that MSD may approve the use of ADM only if the automated 
electronic system remains under departmental control. A summary of these 
legislative safeguards has been set out in Table 3, and a more detailed table 
can be found in Appendix 2. 
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Table 3: Additional legislative safeguards for MSD’s use of ADM 

Area Safeguards 

Reliability 
requirements  

MSD may approve the use of ADM only if it is satisfied that the system is 
under the department’s control, and that the system has the capacity to 
make the decision with reasonable reliability. Meeting the reliability 
requirement necessarily involves assurance and testing for accuracy. 

Human 
alternative 
available 

One or more persons must always be available as an alternative to 
automated electronic systems to make the decision. 

Substitution of 
automated 
decision 

MSD staff may substitute an automated decision with a new decision 
under the same provision if it is more favourable to the affected person. 

Review rights 
remain 
unaffected 

Clients’ rights of review or appeal against an automated decision continue 
as they would have if the decision were made by a person. 

25 Other general legal protections and accountability mechanisms also continue 
to apply to MSD’s use of ADM, including under the Privacy Act 2020, the 
Human Rights Act 1993, and the New Zealand Bill of Rights Act 1990. 

We considered whether our existing safeguards could be 
strengthened 

26 We considered whether our existing safeguards could be strengthened by 
other options and assessed them against criteria such as flexibility to respond 
to emergent changes, time and legislative changes required to implement, 
administrative feasibility, and cost and compliance burden. 

27 ADM processes listed in legislation: To provide public transparency, the 
ADM Standard is currently gazetted as well as published on MSD’s website. In 
addition to this, the Standard requires MSD to communicate information 
about the use of ADM to individuals affected by that use. We considered 
whether listing every ADM process in either primary or secondary legislation 
would lead to increased transparency. We assessed that any such measure 
would not substantively increase transparency beyond the current publication 
requirements and would require legislative mechanisms to add, amend, or 
remove processes from the statutory list. Adding, amending, or removing 
approved processes from legislation would be bureaucratically burdensome, 
and it will only become increasingly more burdensome over time as our use 
of ADM expands under the Te Pae Tawhiti transformation programme. We 
concluded that this option could create significant barriers to some uses of 
ADM, particularly in an operational context. 
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28 Legislation being more prescriptive: Legislation currently already 
prescribes certain core requirements for MSD’s use of ADM to operate safely, 
for example, requirements around reliability, availability of human alternative, 
avenue for challenging or appealing decisions, and the use of the system 
being consistent with the approved Standard. We considered whether 
legislation being more prescriptive about the Standard, for example, by 
incorporating key principles of the Standard in legislation, would strengthen 
this area. During consultation on the suite of draft papers, this option was 
also preferred by the OPC, the Department of Internal Affairs (including the 
Government Chief Digital Officer function and the Government Chief Privacy 
Officer), and the Public Service Commission. However, as ADM sits in a 
rapidly emerging technological space, at this stage, we do not prefer this 
option because it would reduce the flexibility to adjust to evolving changes to 
technology and our understanding of ADM at a time when we are developing 
our level of maturity. Our Standard is designed to be responsive to emergent 
changes, and to evolve to ensure that any current issues or risks are 
promptly addressed as they become apparent. 

 
 
 

 
 

29 ADM Standard in legislation: We considered whether having the entire 
Standard in either primary or secondary legislation would contribute to 
increased transparency and accountability around MSD’s use of ADM. 
Feedback from the OPC also recommended considering including the entire 
Standard in secondary legislation.  

 

 The Standard is 
already available to the public on MSD’s website and on the Gazette, 
incorporating it in legislation would provide no extra benefit to our clients in 
terms of transparency. We concluded that such a measure would be too 
prohibitive and would effectively mean that the Standard would no longer 
remain fit for purpose to respond to any evolving changes or risks associated 
with the use of ADM. The OPC also suggested developing a statutory 
accountability mechanism for the Standard, however, we view that to be best 
considered as part of design for any all-of-government solution. 

  

s9(2)(h)
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30 External review: The Standard requires a compliance review at least once 
every three years or more frequently (based on the nature and level of risk 
connected to the process) to ensure that any ADM approved under the 
Standard continues to meet the requirements of the Standard. This process is 
currently overseen by MSD’s internal teams, and we considered whether 
conducting an external review of compliance of processes with the Standard 
would strengthen this area. We assessed that this option would involve the 
challenge of obtaining sufficiently skilled external resource, significantly high 
costs and compliance burden, and timing constraints. We concluded that 
doing so would neither be an efficient use of resources, nor be proportionate 
as an agency-specific response. We believe such a measure would be more 
feasible as part of an all-of-government framework including an oversight 
body with specialist skills and capability to monitor public agencies’ use of 
ADM. In their feedback, the OPC agreed that external review might be more 
appropriate for a future all-of-government framework for ADM and 
recommended that client representatives be included in any internal MSD 
review. 

We recommend expanding the application of the existing 
safeguards to other uses of automated decision-making 

This section contains legal advice at paragraph 34 and is legally privileged. 

31 Ultimately, upon assessing all options, we concluded that our existing 
safeguards appropriately balance the efficiency and effectiveness of ADM with 
sufficient transparency, without reducing the flexibility to adapt to rapidly 
emerging technological changes, prohibiting the use of ADM, or creating a 
disproportionate compliance burden. Our view is that any additional measures 
would be better implemented if they applied uniformly as part of a wider all-
of-government approach involving all public agencies using similar 
technological tools for decision-making. 

32 While we consider that our existing safeguards are appropriate, they currently 
apply by legislation solely to MSD’s use of ADM for child support payments. 
Our view is that the existing safeguards should apply to other uses of ADM, 
therefore, subject to your decisions in Paper 2 [REP/24/3/258 refers], we 
seek your agreement to seek Cabinet approval to expand the application of 
the existing safeguarding provisions beyond their current targeting to child 
support payments to cover other uses of ADM within MSD. The OPC were 
supportive of this proposal. 
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33 Subject to guidance from the Parliamentary Counsel Office, we anticipate this 
could build on the existing ADM provisions that are currently targeted to child 
support payments, by making a series of amendments that would remove 
existing restrictions and expand the application of those existing provisions, 
including the broader application of the Standard. Incorporating a broader 
requirement in primary legislation for MSD to have and comply with the 
Standard together with other safeguarding provisions would provide the 
public with transparency and confidence that MSD is taking appropriate 
measures to ensure responsible use of ADM. 

34  
 

 
 
 
 

 
 

 
 

  

We support a cross-government approach for the use of 
automated decision-making 

35 The lack of an all-of-government approach including a regulatory framework 
and an independent body to oversee public agencies’ use of ADM has meant 
that MSD has had to set and monitor our use of ADM against our Standard. 

36 Though we do not have a mandate to lead work on a cross-government 
approach, 

 
 

37 Nevertheless, we are committed to actively supporting any ongoing work on a 
cross-government approach. We have engaged with the Ministry of Business, 
Innovation and Employment (MBIE) who are leading cross-agency discussions 
on an all-of-government work programme on Artificial Intelligence (AI). We 
also note that the Government Chief Digital Officer is progressing the Public 
Service AI Framework, which would sit alongside the work that MBIE are 
doing on AI across the wider economy. We will continue to share our work to 
date to support any all-of-government initiatives on the use of ADM. 

s9(2)(h)
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Next steps 

38 We are available to discuss the contents of this report with you, if needed. 
Subject to your agreement, we will begin work on a draft Cabinet paper for 
your consideration. We will also look to explore opportunities to engage and 
collaborate within New Zealand as well as internationally to test our current 
approach and explore opportunities for improvements. 

Appendices 

Appendix 1: Automated Decision-Making Standard  

Appendix 2: Safeguards for the Ministry of Social Development’s use of 
Automated Decision-Making 

 

Author: Neha Pant, Policy Analyst, Welfare System Policy 

Responsible Manager: Leah Asmus, Policy Manager, Welfare System Policy 
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Appendix 1 

Automated Decision-Making Standard 
Approved by: Leadership Team 

Standard Owner: General Manager Information 

Review date: 1 March 2025 

1 Definitions  
1.1. Automation is the use of systems or components of systems to replace repeatable processes 

in order to reduce dependency on manual actions or interventions. 

1.2. Processes can be automated based on the application of: 

(i) known business rules, and/or  

(ii) data-based algorithms without involvement or assessment by a human, including 
statistically or analytically derived patterns in machine learning or Artificial Intelligence.  

1.3. A decision for the purpose of this standard is the action of choosing between two or more 
possible actions and may be derived from legislative, cabinet or other legal authority or can be 
operational, and may be discretionary or non-discretionary. 

1.4. An automated decision for the purpose of this standard is a decision within an automated 
process where there is no substantial human involvement in making the decision. 

1.5. Discretionary decisions require an exercise of judgment to choose between two or more 
possible actions. 

1.6. A non-discretionary decision does not require any exercise of judgement to determine the 
appropriate action. 

1.7. A Business Owner is the person who is accountable for the automated process at any given 
time.  

1.8. For the purposes of this standard, “bias” refers to the tendency of an automated decision 
process to create unfair and unjustified outcomes, such as favouring or disfavouring one group 
over others. 

1.9. Automated decisions may be biased because, for instance, the datasets they rely on are 
biased, potentially as a result of how data was collected in the past, or because social 
conditions mean that some groups are overrepresented in some risk groups.   

1.10. The prohibited grounds of discrimination are set out in the Human Rights Act 1993 Section 
21: sex, marital status, religious belief, ethical belief, colour, race, ethnic or national origins, 
disability, age, political opinion, employment status, family status and sexual orientation.   

1.11. Discrimination on these grounds can be justified under the Bill of Rights Act 1990 Section 5, 
but only to such reasonable limits that are lawful and can be clearly and ethically justified.  
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2 Applicability 
2.1 This standard must be applied using the operational guidance when: 

(i) there is a proposal to automate a decision (as defined in sections 1.3 and 1.4), AND 

(ii) the automated decision has the potential to affect, an individual’s entitlement, obligations, 
or eligibility status for support delivered or funded by the Ministry of Social Development 
(the Ministry).  

2.2 Where a complex algorithm is being proposed, the Model Development Lifecycle must be used.   

2.3 Any exception to this standard must be approved by the Chief Executive before automated 
decision-making can be implemented. 

3 Standard Requirements 

3.1 General 

3.1.1 Automated decision-making must: 

(i) improve efficiencies and effectiveness of decision making and balance factors such as 
cost, accuracy, reliability and safeguarding the wellbeing of those affected. 

(ii) comply with all applicable Ministry policies and standards that relate to the privacy, security 
and management of information. 

3.1.2 Automated decision-making must not create inefficiencies for those the decisions directly 
affect, for example, creating manual workarounds for a client to enable automation, or 
unnecessarily increasing time from application to notification of a decision than would otherwise 
occur if it was manually completed. 

3.1.3 There must be clear, relevant, and accessible guidance for users who are required to input or 
provide data to be used in automated decision-making, for example, a service user entering 
their information in MyMSD. 

3.2 Accuracy, bias and discrimination 

3.2.1 Accuracy and reliability must be assessed before automated decision-making is implemented 
to ensure, insofar as possible, that automated decision-making is producing expected results, 
that automated decisions do not deny clients full and correct entitlement (FACE), and bias and 
discrimination is well managed.  

3.2.2 Based on the assessment carried out under 3.2.1, where evidence suggests that automated 
decision-making has resulted in unintended bias, steps must be taken to identify and remove 
or mitigate the unintended bias, and any residual risk must be accepted by the Business 
Owner.  

3.2.3 Where unintended bias cannot be removed or sufficiently mitigated, substantial human 
involvement must be included in the process. This would then mean that the decision is no 
longer an automated decision. 

3.3 Policy, fraud and legal considerations  

3.3.1 Automated decisions must be lawful and align with policy intent. 

3.3.2 An assessment must be undertaken to determine whether any proposed automated decision-
making has the potential to: 

(i) Increase (or decrease) the likelihood that people will commit internal or external fraud or 
client non-compliance; or 
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(ii) increase (or decrease) the scale or size of potential internal or external fraud or client non-
compliance. 

3.3.3 Any increased risk of fraud must be accepted by the Business Owner before automated 
decision-making can be implemented. 

3.3.4 Prior to automating discretionary decisions, you must ensure that any legal risk(s) are identified 
and mitigated or accepted by the Business Owner before automated decision-making can be 
implemented. 

3.4 Transparency 

3.4.1 The Ministry must make information publicly available about: 

(i) what policies and processes are used to identify and mitigate risks associated with 
automated decision-making, in particular those that relate to human rights and ethics; and 

(ii) what decisions are made using automated decision-making as soon as reasonably 
practicable after they have been: 

a.  identified; 

b. assessed against the Standard; and 

c. approved by the Business Owner and the Standard Owner.  

3.4.2 The Ministry must provide as much transparency as possible, while minimising the risk of 
fraud, to clearly explain how a decision has been made through the use of automation, 
including the role of humans in automating the decision and who is accountable for the process 
and the decision made. 

3.4.3 If a lawful restriction prevents explanation, the Ministry must provide as much explanation as 
possible to the individual and clearly outline what details have been withheld and why. 

3.4.4 The use of automated decision-making must be communicated to the individual in a way that is 
easy to understand and clearly shows a decision was made using automation, the outcome of 
that decision, and the process for challenging or appealing decisions.  

3.5 Human oversight 

3.5.1 A visible and accessible point of contact must be nominated for public inquiries about decisions 
made using automation. 

3.5.2 The Ministry must provide a channel for challenging or appealing decisions made using 
automation and this channel must be made easily visible and accessible to the individual(s) 
impacted by the decision. 

3.5.3 The process to review an automated decision that has been challenged or appealed must not 
itself be an automated process.  

3.6 Compliance and assurance 

3.6.1 Compliance with this standard must be verified for all new uses of automated decision-making 
through the existing Security, Privacy, Human Rights and Ethics Certification and Accreditation 
process. 

3.6.2 Regular monitoring must be carried out to ensure that the automated decision-making 
continues to produce expected results and to ensure bias and discrimination are well managed. 

3.6.3 A compliance review must be carried out at least once every three years or more frequently 
(based on the nature and level of risk connected to the process) to ensure that any automated 

 



                 Safeguards for the Ministry of Social Development’s Use of Automated Decision-Making 17 

decision-making that is approved under this standard continues to meet the requirements of the 
standard. 

4 References 
4.1.1 Principal tools and policies used as inputs in the development of this Standard.  

Principles for Safe and Effective Use of Data and Analytics 

Algorithm Charter for Aotearoa New Zealand 

Data Protection and Use Policy 

4.1.2 Tools that directly support the application of this Standard.  

Operational Guidance 

Data Model Lifecycle 

PHRaE guidance: Operational analytics and automation 

  

 

 



                 Safeguards for the Ministry of Social Development’s Use of Automated Decision-Making 18 

Appendix 2 
Safeguards for the Ministry of Social Development’s (MSD) Use of 
Automated Decision-Making (ADM) 

Table 1: Safeguards provided by MSD’s ADM Standard 

 Area Safeguards 

General 
requirements 
(Section 3.1 of 
the Standard) 

ADM must improve efficiencies and effectiveness of decision-making and balance 
factors such as cost, accuracy, reliability and safeguarding the wellbeing of those 
affected.  ADM must comply with all applicable policies and standards of MSD 
that relate to the privacy, security, and management of information. 

Requirements 
for checking 
accuracy and 
bias (Section 3.2 
of the Standard) 

Accuracy and reliability must be assessed before implementation of ADM, and 
steps must be taken to identify and manage unintended bias and discrimination. 
Where unintended bias cannot be removed or sufficiently mitigated, substantial 
human involvement must be included in the process (this would then mean that 
the decision will no longer be an automated decision). 

Policy, fraud, 
and legal 
considerations 
(Section 3.3 of 
the Standard) 

Automated decisions must be lawful and align with policy intent. Impact on fraud 
and/or client non-compliance must be assessed before implementation. Specific 
requirements apply to proposed automation of discretionary decisions. 

Transparency 
requirements 
(Section 3.4 of 
the Standard) 

The Standard requires MSD to make information publicly available about what 
decisions are made using ADM. The use of ADM must be communicated to 
individuals in a way that is easy to understand and clearly shows a decision was 
made using automation, the outcome of that decision, and the process for 
challenging or appealing decisions. 

Human 
oversight 
requirements for 
public inquiries 
and appeals 
(Section 3.5 of 
the Standard) 

The Standard requires that a visible and accessible point of contact must be 
nominated for public inquiries about decisions made using automation. 

An easily visible and accessible channel must be provided to those impacted by 
the automated decisions for challenging or appealing decisions made using 
automation. 

Compliance with 
the Standard 
(Section 3.6 of 
the Standard) 

Compliance with the Standard must be verified for all new uses of ADM through 
risk assessments that cover privacy, human rights, and ethics considerations 
(this is done using MSD’s Privacy, Human Rights and Ethics (PHRaE) 
framework). Regular monitoring must be carried out to ensure that ADM 
continues to produce expected results. Regular compliance reviews must be 
carried out (frequency to be based on the nature and level of risk connected to 
the process) to ensure that any approved ADM continues to meet the 
requirements of the Standard. This process is overseen by the Information 
Group’s assurance function. 
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Table 2: Safeguards for development of MSD’s ADM Standard 

Area Safeguards 

Approval of the 
Standard  

The Standard, and any changes to it, are approved by the Leadership Team, 
which is the highest level of governance body within MSD. 

Consultation 
requirements 

When developing, amending, revoking, or replacing the Standard, MSD is 
statutorily required to consult with the Privacy Commissioner, under section 
363A(6)(a) of the Social Security Act 2018 (SSA). As a good practice, we also 
consult with the Government Chief Privacy Officer. 

Review of the 
Standard 

The Standard must be reviewed at least once every three years (section 
363A(6)(b) of the SSA). However, the Standard is designed to evolve to ensure 
that any current issues or risks are picked up and addressed promptly. The 
next periodic review is scheduled for March 2025, but the Standard can and 
will be reviewed earlier than that as and when needed. 

Publication 
requirements 

The Standard must be published in the Gazette (section 363A(6)(c) of the 
SSA), and on MSD’s website (section 363A(6)(d) of the SSA). 

Relation to 
legislation  

Primary legislation requires MSD to have an approved Standard for the use of 
automated electronic systems (section 363A(5) of the SSA), and to ensure that 
the use of the system is consistent with the approved Standard (section 
363A(4)(c) of the SSA. This is currently limited to MSD’s use of ADM in respect 
of child support payments (based on an approved information sharing 
agreement between MSD and the Inland Revenue Department). 

Table 3: Additional legislative safeguards for MSD’s use of ADM 

Area Safeguards 

Reliability 
requirements  

Section 363A(4)(a) of the SSA requires that MSD may approve the use of an 
automated electronic system only if the system is under the department’s 
control, and if MSD is satisfied that the system has the capacity to make the 
decision with reasonable reliability (section 363A(4)(b) of the SSA). Meeting 
the reliability requirement necessarily involves assurance and testing for 
accuracy. 

Human alternative 
always available 

Section 363A(4)(d) of the SSA requires that MSD may approve the use of an 
automated electronic system only if one or more persons are always available 
as an alternative to make the decision. 

Substitution of 
automated 
decision 

Section 363C(2)(b)(ii) of the SSA provides that a specified person (e.g., MSD 
staff acting under a delegation from the chief executive) may substitute an 
automated decision with a new decision if they are satisfied that the new 
decision is more favourable to the affected person and could have been made 
under the same specified provision as the automated decision. 

Rights to review 
and appeal 
processes remain 
unaffected 

Section 363D(1) of the SSA provides that a person affected by MSD’s use of 
automated electronic systems will continue to have the same rights of appeal 
or rights to apply for (administrative or judicial) review in relation to an 
automated decision as they would have had if the decision had been made by a 
specified person (e.g., MSD staff). 

 

 




