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Executive Summary 
 
 

 

Proposal 
 
This business case requests funding of $111.2M capital and $124.1M operating over four years (including steady 
state operating expense). This does not include a contingency of 15% ($27.0M) calculated by the Quantitative Risk 
Assessment (QRA). This funding will cover a four year programme of work comprising three funding and delivery 
tranches. 
 
This initiative is necessary to avert the risk of serious failure in providing services1 to over one million New 
Zealanders, and making $24B in essential payments annually. The risk also extends to selected shared services 
supplied to the Oranga Tamariki (OT), the Ministry of Housing and Urban Development (MHUD), the Social 
Investment Agency (SIA), and the Office of the Children’s Commissioner (OCC). 
 
Significant technology risk of failure has built up over a number of years due to the Ministry having to prioritise 
other expenditure ahead of the upkeep of the existing technology assets (see Financial Case). The Ministry has also 
tended, over the years, to deliver sub-optimal and non-strategic solutions to meet tight legislative deadlines and 
constrained project budgets, and this has created additional compounding technical debt2. Risk to Technology 
Systems Availability is one of the key risks monitored by the Ministry’s Leadership Team. Currently this risk is 
assessed as ‘Very High’ with the trend ‘Increasing’3. 
 
Exacerbating the shortfall in funding, the risk is rapidly accelerating due to: existing technical debt, ongoing 
deferred maintenance, increased complexity from new services, such as digital; and increasing volumes. 
 
This business case covers Technology investments that:  

• are for systems fundamental to the Ministry’s operation, 

• remediate elements of the Ministry’s technology environment that are most at risk of failure,  

• cannot be funded from existing budgets,  

• have long term strategic value, and  

• which are foundational pre-requisites to delivery of the Technology Strategy as a whole. 

 
 

Strategic Alignment 
 
The investments articulated in this document are required in Budget 2019, regardless of any downstream changes 
to the Ministry’s operating model. They have been selected as they mitigate the most risk, and will provide 
enablers for further Technology investments that support Te Pae Tawhiti, the Ministry’s future strategy.  
Any changes to the Ministry’s operating model will be articulated in Te Pae Tawhiti, which will be elaborated 
throughout calendar 2019. Investments to support Te Pae Tawhiti are likely to be presented for consideration in 
Budget 2020. 
 
The investments proposed in the document are primarily involved with systems supporting the Ministry’s 
obligations as prescribed in the Social Security Act, as well as supporting ongoing operations for shared services 

 
 
 
1 A detailed description of the impacts of service failure is included in Appendix 1 
2 Technical debt includes the implied cost of additional rework caused by choosing an easy solution now instead of using a better approach that would take 
longer it also includes deferred upgrades and maintenance that will eventually have to be done and legacy defects that will eventually need to be fixed 
3 An overview of the Ministry’s Technology Systems Risk  is included in Appendix 2 
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partners OT, MHUD, SIA, and OCC. The value of these investments is therefore highly unlikely to be affected by 
changes to the Ministry’s operating model4.  
 
In 2018, the Ministry developed a new Technology Strategy, which is aligned with the Statement of Intent, and 
endorsed by the Ministry’s Leadership Team. The Technology Strategy describes the critical technology 
investments required over the next seven to ten years that underpin the Ministry’s business strategy, based on the 
best current understanding of Te Pae Tawhiti. This includes the delivery of the Government’s overall digital and 
data strategies. All of the investment requested in this business case is required by the Technology Strategy. 
 
 

Urgency 
 
The Ministry has an existing budget allocated to maintaining technology assets, and a programme of risk focused 
maintenance. The current programme is oversubscribed, and the allocated budget is insufficient to prevent the 
Ministry’s risk position continuing to worsen given the previous years of underinvestment.  
 
The leading indicators of probable downstream system failure include the fact that 59% of the Ministry’s computer 
hardware is over 5 years old and 61% of the software is not fully supported. Given the lead times required to 
remediate this position, at the point where the lead indicators are accompanied by lag indicators (e.g. escalating 
rates of actual failure), the Ministry will likely experience an extended period of highly disrupted front line 
operations, which would to varying degrees spill over into shared services partners OT, MHUD, SIA, and OCC.  
It would take months to stabilise the situation if the Ministry is already in crisis mode.    
 
 

Investment Targets 
 
The investments covered by this business case include five system replacement projects which, in the main, are for 
very old software assets that have been fully depreciated and no provision has been made for their eventual 
replacement. The five ‘Replacement’ projects are: 

• Replacement of the Identity and Access Management System (IdAM), which controls all staff access to 
the Ministry’s computer systems according to their access rights. The Ministry’s current IdAM is a very 
high risk amalgam of obscure custom code and old unsupported versions of third party software. Some 
of the software is so old that it needs to run on a 14 year old server.  

• Replacement of DREW, a 22 year old tool used by all frontline case managers and call centre staff5 to 
calculate eligibility and entitlement related to income support applications. As a desktop application, 
DREW’s risk of failure will be greatly increased with the impending Windows 10 operating system which 
will be compulsorily upgraded every 6 months, and the support arrangements are most unsatisfactory.  

• Replacement of Hindin, a 17 year old platform used by all front-line staff that houses a number of 
knowledge bases in use across the Ministry, and client related processes such as Review of Decision and 
Complaints. This archaic platform cannot be moved to a different operating environment because the 
application code needs to run on Java 1.4, Solaris 9, and Oracle 9.2, all of which are many years out of 
support and can only operate on 8 and 9 year old servers.  

• Replacement of the Data Warehouse, a 22 year old platform which is used for all of the Ministry’s 
internal and external reporting, daily operational support,  Data matching with other agencies to prevent 
benefit fraud, and analytics functions to inform policy and operations. The Data Warehouse contains 
millions of lines of custom code that are on the verge of being unsupportable. 

• Replacement of Digital Channels components that will not scale to meet client demand, providing on-
line self-service, used by 650,000 clients. The Digital channels (including MyMSD) have experienced very 
rapid growth in volumes. This is expected to continue, and there is a significant risk it will not scale to 

 
 
 
4 A description of why the value of these investments will not be compromised by any change in operating model is included in Appendix 3 
5 There are over 2,800 client facing front line staff and 5,500 total users of client oriented systems 
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meet that demand. While key elements of the digital architecture are modern and fit for purpose there 
elements that are weak and not well configured. Work to remediate this situation is essential. 

In addition, the Business Case includes investment to cover the shortfall in on-going ‘Business as Usual’ upgrades 
designed to keep technology current and for which the Ministry lacks sufficient capital reserves (the ‘Maintenance’ 
projects):  

• Software and security upgrades for third party software as a part of on-going maintenance as vendors 
such as Oracle, IBM, and Microsoft release new versions, and includes upgrades to address emerging 
security threats and vulnerabilities, 

• Hardware upgrades to move off aging hardware owned by the Ministry to evergreen as-a-service 
consumption models.  

• Legislative changes that arise on a regular basis, the cost of which historically the Ministry is expected to 
absorb. 

 
The Replacement and Maintenance projects proposed represent the minimum case required to address the risk of 
service failure. 
 
 

Programme Delivery Method 
 
The investments will be overseen by the existing Portfolio Executive Committee (PEC) and the Investment Strategy 
Governance Committee (ISGC). The Ministry’s key objective is transparency, and external representation will be 
sought as part of the governance processes. 
 
All projects will be delivered using the Ministry’s successful and mature Agile approach, based on the SAFe6 
delivery framework. The Ministry has a track record of successful delivery of large scale Technology projects and 
programmes, as well as Technology enabled business projects and programmes. Recent examples include Welfare 
Reform, Housing transfer from HNZ, Client Management System, Simplification, End User Compute, and Availability 
and Resilience. 
 
The Replacement projects will be grouped into a programme, broken down into 12 month tranches. The 
programme will be governed by a programme board, including external representation, reporting to PEC and ISGC. 
 
The delivery approach will be to advance all of the Replacement projects concurrently through Tranche 1. It is not 
possible to meaningfully prioritise them in terms of risk, and deferring action on any one of them for another 12 
months is not feasible. In the course of tranche 1 all of the replacement projects will have progressed through 
detailed design, proof of concept, and any necessary procurement phases. Some of the projects will have advanced 
to early delivery phases of the Minimum Viable Product (MVP). 
 
In Tranches 2 and 3, decisions would be made on whether to accelerate or slow down the pace of individual 
projects based on emergent risk factors or changes in the business environment. The Maintenance projects will be 
administered by the Ministry’s existing Portfolio Executive Committee (PEC) as part of the existing risk based 
prioritisation process.   
 

Alignment to Government Priorities 
 
This proposal aligns with the Government’s Wellbeing objectives. Details are included in Appendix 14. 
 
 
 
 

 
 
 
6 Scaled Agile Framework 
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Introduction 
 
 

 
This initiative seeks funding to commence a programme of technology upgrades. The purpose is to reduce the risk 
of severe failure with the Ministry’s computer systems. This risk identified in the Ministry’s register as ‘Technology 
Systems Availability’ is currently rated as ‘very high’ using the Ministry’s risk management framework and trend for 
this risk is ‘increasing’7. 
 
To prevent the condition of its technology assets from further worsening, the Ministry needs extra capital in the 
2019/20 and 2020/21 years, as well as an on-going injection of operating funding.    
 
At present the overall condition of the Ministry’s hardware assets is poor with 59% being over 5 years old. The 
condition of the software assets is also poor with 61% not fully supported. The replacement cost of the Ministry’s 
technology assets is estimated to be from $750m to $1.0 billion. Of this, $63 million is in computer hardware. The 
largest component is software, at over $700 million.  
 
The current state of affairs poses a significantly elevated risk of systems failure for computer systems that directly 
support clients. The highly integrated nature of the Ministry’s systems means a failure of one component has the 
potential to bring the whole system down. Security vulnerabilities are also increased through the use of older 
versions of software and hardware, which increases the risk of a security related incident. 
 
This is at a time when the Ministry is experiencing increased demand for services across all channels, particularly 
digital. As an example (based on an actual event), the impact of a one day computer system outage is severe: 

• 52,500 client logons to MyMSD are declined 

• 112,000 client transactions including declaring wages, medical certificates and hardship applications cannot be 
processed  

• 2,800 service centre and contact centre staff who have to revert to unsustainable manual processes 

• Manual entry of client transactions would take approximately two weeks to clear with overtime and extra staff 
required. 

Repeated outages within a two week period could result in a full suspension of services as manual processes 
become overwhelmed. 
 
Any outage will also affect the Ministry’s Shared Services partners Oranga Tamariki, the Ministry of Housing and 
Urban Development, the Social Investment Agency, and the Office of the Children’s Commissioner. The potential 
impact on their services has not been estimated. 
 
The additional funding will enable the Ministry to stabilise its technology by ensuring hardware is modernised, 
software is upgraded to acceptable levels, single points of failure are reduced, and it is funded at a level to prevent 
regression. If no additional funding is provided then the risk of this scenario becomes steadily worse. At present it 
is rated as a ‘likely’ probability (i.e. 50% - 80% chance in the next 12 months) with ‘severe’ consequences.  
 
This conclusion is supported by PwC. Their review of ICT completed in July 20188 recommended “Given the scale of 
the backlog and the allocation of future budgets this should be addressed by obtaining additional funding through 
a defined business case.” 
 
The Ministry has created a new Technology Strategy to underpin Te Pae Tawhiti, its strategic direction. In budget 
2020 the major investments in long-term systems replacement will be presented. 

 
 
 
7 An overview of the Ministry’s Technology Systems Risk  is included in Appendix 2 
8 “IT Strategy and Capability Review” July 2018 
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The Strategic Case 
Making the Case for Change 
 
 

 

Overview 
 
The Ministry is operating in a context of extreme technical debt, at a time where it has ambition to greatly improve 
the client experience and partner with other organisations to improve client outcomes. 
 
This business case is concerned with reducing the risk of failure to client services in a manner that positions the 
Ministry to pursue its strategic business goals as articulated in the Statement of Intent. 
 
This Investment proposal only covers the severe technical debt (with the exception of funding for legislative 
changes) which poses a near term threat to ongoing client services. 
 
The Ministry began dealing with technical debt and the funding shortfall in Budgets 2017 and 2018 when it 
successfully sought funding for three projects; 

• End User Compute to address the state of the PC fleet in the Ministry which was between 5 and 8 years old 
(outside National Office), and the old versions of Microsoft software reaching end of extended support in late 
2019    

• Availability which addressed the fact that the Ministry’s digital channels, including MyMSD, were unavailable 
for long periods of time when back-end systems were ‘down’ due to planned or unplanned outages 

• Resilience which addressed the fact that the Ministry’s core systems used in a significant Welfare response 
would take up to 20 days to recover if a significant earthquake (or similar event) struck Wellington. 

Since then the state of other Technology components has further worsened, and the funding gap between what 
the Ministry needs to remediate and the available cash has widened. 
 
 

 

The Strategic Context 
 
The Ministry’s purpose is to help New Zealanders be safe strong and independent. This is achieved through a series 
of connections into almost every community in New Zealand. The Ministry’s work and services touch nearly all New 
Zealanders at some point in their lives.  
 
The Ministry’s services and products span a wide range of social needs, from income and employment support to 
social housing assessments, from student allowances and loans, to New Zealand Superannuation. In recent times 
the Ministry has introduced multiple digital channels to provide better services to clients. Clients are expecting that 
they can transact with us digitally as well as through voice and face-to-face channels. 
 
At the apex of these services the Ministry processes $24 billion in essential payments to New Zealanders every 
year. All of these services are delivered via a complex ecosystem of technology components of varying ages that 
have been built up over time and are also a legacy of the Ministry’s preceding organisations. 
 
The Ministry has developed a new Technology Strategy which is aligned with the Statement of Intent designed to 
help deliver the Ministry’s emergent Te Pae Tawhiti strategic shifts. This outlines a series of technology 
investments over a 7-10 year period that need to be done in a certain sequence, and with a likely investment 
profile of $750m – $1 billion. 
 
 

 



  

10 
 

The Technology Strategy aims, over time, to address significant pain points associated with the current technology 
landscape. These pain points include: 

• No single client view in the Ministry and across other social sector agencies 

• Disparate business processes and lack of automation  

• Slow to deliver government policy change  

• Our systems are not client-centric 

• Staff and clients don’t have accurate advice and information  

• Difficulty in providing services to partners  

• Aging and complex technology 

 
The Technology Strategy dovetails with other Ministry strategies that also seek to address these pain points. In 
particular, the Data and Analytics Strategy identifies the investments required for the information assets to 
improve the quality, security and value obtained from information. 

 
The delivery plan associated with the Technology Strategy also deals with how all of the Ministry’s bespoke legacy 
applications will be dealt with over time. It is important to note that there is not a current ‘burning platform’ 
imperative to replace the very large bespoke applications that deliver the bulk of the payments and debt 
management, (i.e. SWIFTT, TRACE and SAL), but these applications represent functionality and  a user experience 
that is increasingly dated and inflexible. These will be the subject of much larger investments and likely to be 
incorporated into Budget 2020. 
 
Cúram9, the core client management system, differs from SWIFTT, TRACE and SAL in that it is a Commercial off the 
Shelf (COTS) software product provided by IBM.  Cúram is purpose built for nations, states, and counties to 
administer their social programmes. It is continually being developed and enhanced by IBM and now has a 
quarterly release cycle. Among the enhancements planned for Cúram is to make amenable to operate in an IaaS 
environment (not part of this business case). 
 
This process commenced 2016, when the Ministry completed the task of retiring two major legacy bespoke client 
administration/case management applications (SOLO and UCVII) by migrating all the data and functionality into 
Cúram. The Cúram platform has significantly more functionality available than the Ministry is currently using, and 
much of this is applicable in the MSD context. It is intended to expand the use of Cúram at the Ministry to 
incorporate those functions. 
 
The assessment of the role of Cúram is an ongoing one. As part of the Technology Strategy, Cúram has been 
reassessed, and remains a significant part of the Ministry’s strategic platform, and will support the objectives of Te 
Pae Tawhiti. The detailed assessment explaining this conclusion is in Appendix 4. 
   
In broad terms the plan for our large applications is to migrate all statutory eligibility and entitlement calculations 
into the Rules Engine embedded in Cúram, and further standardise on the Cúram platform for all client 
administration and case management functions. Over time Cúram will be the ‘single source of truth’ as a system of 
record for the client. It will also be a single source of truth for the statutory rules of the benefit system enshrined in 
the social security act. This will also reduce the six technology pain points by using the out of the box features of 
Cúram. 
 
In this context, SWIFTT and TRACE will be retired after the eligibility and entitlement rules are migrated to Cúram 
and the payment schedule moved to a new Financial Management Information System (FMIS).  
 
There is a similar strategic plan for retirement of the Student Allowances and Loans (SAL). 

 
 
 
9 Cúram – Social Services framework from IBM.  Recently re-branded as SPM, but Cúram as the product name is still widely used.  MSD has licenses to this 
product 
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The Case for Change 
 
The Ministry has set a new strategic direction, Te Pae Tawhiti – Our Future, which sets ambitious goals for the 
Ministry and the role technology will play in that future. It is a future where technology fundamentally transforms 
the way the Ministry interacts with clients, partners and all New Zealanders. In response, a new Technology 
Strategy has just been completed, describing the new business and technology capabilities required to meet that 
vision.  
 
In developing the strategy, it is clear that present-day technology impediments exist, and are a barrier to the 
strategic future. 
 
The Ministry’s technology environment is aging and complex, and is the result of short term thinking and expedient 
solutions.  The overall condition of the Ministry’s hardware assets is poor with 59% being over 5 years old. The 
condition of the software assets is also poor with 61% of software not fully supported. Consequently, the risk of 
operation failure is rated as ‘very high’ using the Ministry’s risk management framework and this risk has a 
worsening trend in the immediate term. This risk is monitored by the Senior Leadership Team as one of the 
Ministry’s significant risks. The detailed assessment is included in Appendix 2.  
 
The Ministry’s capital base has also been depleted, resulting in sweating technology assets to support other 
developments. This underinvestment has gone on for a significant period of time and we are now at the point 
where, there are significant risks of operational failure. 
 
As a result of all these factors, the Ministry has a backlog of urgent technology investment needed to continue to 
provide services.  This includes the upgrades to software applications and hardware replacements, as well as 
stabilisation of the data warehouse. This business case is the first step in addressing this backlog. 
 
There are also significant pain points in the current IT environment that are being felt across the Ministry and the 
social services sector.  These directly affect the quality and efficiency of services delivered to clients. They also 
affect the quality and reliability of services to shared service partners Oranga Tamariki, the Ministry of Housing and 
Urban Development, the Social Investment Agency, and the Office of the Children’s Commissioner. 
 
The complexity also makes implementation of policy changes difficult (which has implications for the Welfare 
Expert Advisory Group (WEAG) and Welfare Overhaul). Following Simplification, the criticality of digital channels for 
delivering key services has increased, leading to a commensurate increase in risk as these systems age.     
 
The systems that have the greatest impact on client services and the highest risk of failure have been selected to be 
part of this business case. Eight projects have been identified, which are described in sub-business cases as part of 
this programme case.  
 
This business case seeks funding to address the urgent risk of failure, and at the same time put in place building 
blocks that are needed to support Te Pae Tawhiti.  
 
In writing this business case the Ministry is mindful of not perpetuating the pattern of short term remediation, 
leading to investment in stranded assets.  To address that, the preferred solutions proposed are aligned to the 
Technology Strategy, support the Ministry’s strategic direction, and create assets of enduring value. Recent 
changes to the governance and prioritisation processes will ensure the programme has the oversight to meet the 
objectives of risk reduction and enduring value. 
 

  

 



  

13 
 

Architectural Perspective 
 
The architectural context for this business case is the maturity of the existing technology landscape. This is best 
illustrated using the Gartner Digital Government Maturity Model. The model is shown below; 
 
 

 
 
 
The drivers of change, Te Pae Tawhiti and the Government Digital Strategy, require that MSD systems meet at least 
Defined (level 3). The Technology Strategy describes a future in which MSD will perform at Managed (Level 4). 
 
A current state assessment places MSD at Initial (Level 1). In addition, many of the prerequisite modernisation 
targets assumed at this level are not in place, or have operation risk. These create barriers to progress, and mean 
that the enablers to move to higher levels of maturity need to be put in place. The assessment is contained in 
Appendix 5. 
 
The path for MSD is to mature ICT services to the Defined stage. In that journey, the priorities are; 
 

1. Inhibitors to progress, and issues impacting existing services, 
2. Foundational capabilities required to support future digital objectives, 
3. Digital capabilities that support client and ecosystem objectives, and 
4. Capabilities that support the social sector ecosystem and service innovation  

 
The focus at the Initial maturity level needs to be items that meet priorities 1 and 2. 
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Investment Options 
 
There is an extensive backlog of work items aligned to the Investment Objectives. To select the preferred choices 
an Investment Logic Mapping exercise was undertaken with stakeholders to select the highest priority items. The 
result of that process is summarised in the following figure; 
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Assessment against Business Scope and Key Service Requirements  
 
Over the next 5 -10 years, the Ministry needs to replace these applications which are now between 20 and 30 years 
old, along with a number of other (smaller) bespoke applications. This needs to be done before they become 
‘burning platforms’. At the current point in time, there are a number of more pressing issues and risks in relation to 
the application portfolio that need to be addressed as pre-requisite activities to the longer term programme of 
work. 
 
A series of workshops were held with key Ministry stakeholders to identify the possible investments considering 
the investment objectives and the investment logic map. The list of initiatives was sourced from the following 
existing planning documents; 
 

• The Portfolio Executive Committee (PEC) backlog, and 

• The technology investments described in the Long Term Investment Plan (LTIP), and 

• Initiatives identified in the Technology Strategy 

 
From that list, a long list of items that met the criteria of posing sufficient operational risk, and whether potential 
solutions of enduring value would be created. This second criteria is significant as it captures the uncertainty that 
would mean an item may be worthy of investment, but at this time its future is not sufficiently clear to make that 
investment. They were then grouped by the related business area that they support. 
 
Table 3: The potential investment candidates that were discounted and the reasons why 
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Option 2: Reduce services   
 
The Ministry could reduce services that depend on technology and thereby cut down on the number of systems 
that need to be supported, with the result that costs would come down. In particular this approach could be 
applied to systems that are not directly used in providing services to clients. This would allow reprioritisation of 
investment to high risk areas, but at a cost to other areas. 
 
This approach would be very difficult to measure in that loss of staff productivity would likely lead to cost pressures 
elsewhere in the organisation or unintended adverse consequences for clients. This option is also not preferred 
because the great majority of the Ministry systems do in fact deal with client services, so it is highly unlikely that 
sufficient savings could be made. 
 
 
 
Option 3: Rationalise the number of technology systems 
 
This option involves reducing the number of technology systems whilst maintaining (or increasing) the services 
supported. This will reduce costs (which may be offset by volume increases). 
 
The Ministry’s Te Pae Tawhiti Technology Strategy does plan for a reduction in the number of supported systems, 
and an elimination of large scale bespoke applications. The target environment has two broad approaches for 
retirement of legacy applications: 
 

1. Standardising specialist eligibility and entitlement based functionality and client management onto the IBM 
Cúram COTS product 

2. Moving all commodity and utility type applications to the cloud 

 
This is part of the Ministry’s long term strategy and is aligned with the New Zealand government digital strategy, 
but it is not preferred for budget 2019. This is due to the high risk of the current situation and higher cost in the 
short term. The long term strategy will take some years to put into place given the scale of the Ministry’s 
operations. In the meantime the Ministry will be obliged to keep the systems up to date and running for the next 
three to four years in order to reduce the current risk of failure. 
 
 
Option 4: Defer investment until budget 2020 
 
The Te Pae Tawhiti Technology strategy has identified a number of technology initiatives required to transform the 
Ministry. The system replacements in this proposal are in that set of initiatives, and need to be done in the short 
term because these systems are:  

• beyond end of life, or 

• have significant architectural flaws, and 

• are pre-requisites to the full Te Pae Tawhiti strategy. 

 

In developing the Technology Strategy, the Ministry has identified some serious pain points attributable to the 
current Technology landscape that need to be addressed regardless of Te Pae Tawhiti:  

• no single client view  

• disparate business processes and lack of automation 

• slow to deliver government policy change 

• product based systems rather than client outcome based 

• staff and clients not having access to consistent and accurate advice 

 



  

22 
 

• ageing and complex technology. 

 
This investment will result in reducing most of these pain points. 
 
The defer investment option is not preferred because it will increase the Ministry’s risk in the short term and will 
mean that the pain points will hamper staff and clients for a longer time. 
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The systems involved are represented using the eight Business Case Initiatives: 

1. Identity and Access Management Replacement 
2. Centralise Rules Processing 
3. Foundation Knowledge Management 
4. Data Warehouse Replacement 
5. Digital Capability 
6. Software and Security Upgrades 
7. Replacing on-premise hardware with IaaS and Public Cloud 
8. Legislative Driven Change 

 
The target risk profile at the successful completion of the Preferred Way Forward is shown in the next chart; 
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• Identity and Access Management (IdAM) capabilities to support client and partner identity and access 
management; which are already in- place using tactical implementations and need to be moved to a strategic 
and sustainable IdAM platform in the near-term 

• Application Programming Interfaces (APIs) to enable greater information sharing with partners in alignment 
with the Government API Strategy; for which the Ministry is currently underway with establishing its strategic 
API platform to share information with partners in the near-term and mid-term 

• Cloud capabilities to enable the Ministry to host technology services on Cloud computing services; which began 
with the Ministry’s Availability and Resilience programme, and will continue with migration of Infrastructure to 
as-a-Service (aaS) cloud models in the near-term, enabling greater consumption of Public Cloud services in the 
mid-term and long-term 

 
Once all of the Foundational Digital Capabilities are in-place, the Ministry needs to continue to mature its existing 
Client and Partner Digital Capabilities: 

• Client Digital Capabilities have been initially established across the Ministry: 

• Work & Income: MyMSD and Cúram Universal Access enable the Ministry’s MyMSD digital experience; 
which requires immediate investment described in this Business Case to ensure it can scale to meet 
future client demand 

• StudyLink: MyStudyLink (MSL) is a bespoke digital experience for Students; which will require near-
term investment to migrate to a more modern and sustainable technology platform 

• Seniors:  Has a very basic digital presence, limited to digital content, and investment is needed to 
enable a tailored digital experience for Seniors in the near-term 

• Partner Digital Capabilities are in early stages of maturity across the Ministry: 

• The Ministry’s strategic API platform is beginning to be used to enable APIs to share information with 
trusted partners 

• The Ministry has several siloed legacy channels to enable partner digital self-service;  which will 
require near-term investment to rationalise to a more modern and sustainable technology platform 

The Ministry’s recent participation in Social Sector & Government Service Innovation includes the SmartStart 
initiative; which involved MSD collaborating with Department of Internal Affairs, Inland Revenue, and Ministry of 
Health, to enable greater integrated Government support for expecting parents.  
 
Once the MSD technology platform has achieved an acceptable level of risk, and foundational digital capabilities 
have been established, greater focus in this area will become possible. 
 
As illustrated in the below MSD Technology Strategy Indicative Roadmap, each of the short list investments are 
critical enablers for the Ministry to digitally transform MSD’s technology platform and will deliver strategic assets 
which provide enduring value: 

1. Digital Scalability will enable the Ministry’s digital client channels to scale to future client digital demand, 
and will enable greater conversion of clients to digital channels in the future; which will empower clients 
with self-service capabilities and will reduce barriers to clients connecting with the Ministry 

2. DREW Replacement is the initial step in enabling the Ministry’s long-term strategy for consolidating 
statutory rules; which will lead to less duplication across technology systems, greater re-use, and faster and 
cheaper change of statutory rules in the future 

3. Knowledge Management Replacement will provide a new technology platform for staff-facing knowledge 
management, which will be able to take advantage of recent breakthroughs in Artificial Intelligence (AI) 
and Smart Agents, and scale to enable digital client-facing and partner-facing knowledge management in 
the future 

4. Data Warehouse Replacement will enable the Ministry to take advantage of advanced analytics to support 
operational decision-making 
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5. Identity & Access Management will enable a sustainable technology platform for staff identity, and will 
enable sustainable foundational digital capabilities for client and partner identities in the future 

6. Infrastructure Replacement will continue to migrate the Ministry’s technology services onto Cloud 
services; reducing physical ownership of infrastructure assets, and enabling greater consumption of Public 
Cloud services in the future 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
Risk of Stranded Investment 
 
The Ministry is continuing to elaborate the Te Pae Tawhiti strategy during calendar 2019, which will firm up some 
changes to the Ministry’s operating model. There is a high probability that this will result in proposals in budget 
2020 for technology changes to support Te Pae Tawhiti. It is therefore reasonable to ask the question whether any 
of the proposed Budget 19 investments would be impaired by subsequent changes to the operating model. 
 
However the Ministry has assessed that risk (of impaired or stranded assets) as very low.   
 
The budget 2019 business case covers Technology investments that:  
 

• are for systems fundamental to the Ministry’s operation, 
• remediate elements of the Ministry’s technology environment that are most at risk of failure,  
• cannot be funded from existing budgets,  
• have long term strategic value, and  
• which are foundational pre-requisites to delivery of the Technology Strategy as a whole. 

 
The Ministry’s assessment is that all of the proposed investments meet the above criteria and therefore are a low 
strategic risk. This is described fully in Appendix 3. 
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Scaling Options 
 

Background 
 
In October 2018, the Ministry submitted two budget bid templates technology investments for recapitalisation and 
system replacement initiatives. Combined these totaled $390m ($148m capital and $242m operating).  
 
Subsequently, considerable work has been done to refine these numbers and pare back the scope of the exercise 
to the minimum investment required to meet the optimal combination of risk mitigation and strategic future value.  
 
The two bids have been combined into this single business case which is now requesting a total investment of 
$235m ($111m capital and $124m operating). This is $155m less than originally indicated ($37m less capital and 
$118 less operating). 
 
What follows in the section is a discussion of further options for reducing the cost with commensurate reduction in 
benefits. In options other than the preferred way forward, this typically represents a deferral of essential work that 
will still need to be done at a future time. 
 
 

Options Analysis 
 
This business case has identified the technology components and applications that are most urgently in need of 
replacement or serious remediation, as they are on the brink of causing serious interruption to key client services. 
In other words, they cannot wait another year before the problem starts to be addressed. 
 
As stated above, this is merely the start of a multi-year technology modernisation programme, and the Ministry’s 
Technology strategy has identified the proposed Budget 19 items as being strategic enablers for additional 
downstream investments. 
 
Below are three scenarios that not only consider risk mitigation and enduring value, but also feedback on the GCDO 
investment principles. Scenario 1 represents the minimum viable case for mitigation of risk for technology systems 
availability. Scenario 2 includes additional tactical risk mitigation investments, and Scenario 3 is the full Preferred 
Way Forward. 
 
Note that relative to Scenario 3 (the preferred way forward); Scenarios 1 and 2 do not include a discussion on 
‘software and security upgrades’. In all three scenarios, the hardware infrastructure move to IaaS/cloud would be 
funded. This would mean that by removing the need to invest in hardware from the Ministry’s existing Technology 
capital budget, the existing budget of circa $43M per annum would be sufficient to cover the majority of the 
required ‘software and security upgrades’ programme.   
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Scenario 1 
 

Description 
 
Not the Ministry’s preferred scenario, but nonetheless arrests the spiral into deeper technical debt and associated 
trend of increasing risk of failure.  
 
Whilst the trend for Technology Systems Availability risk would likely be reset from ‘increasing’ to ‘decreasing’ the 
risk rating would likely remain at ‘very high’.  
 
This scenario includes: 

• the preferred option for IdAM Replacement (see Economic case) 

• the preferred option for Infrastructure move to IaaS / Cloud (see Economic case) 

• the preferred option for Data Warehouse  replacement (see Economic case) 

• the preferred option for Legislative change  

 
It does not include: 

• any mitigation of the risks concerning the Hindin platform 

• any mitigation of the risks concerning the DREW application 

• any mitigation of risk to scaling the digital channel to meet future demand. 

 
 

Advantages 
 
The Ministry considers this to be the minimum viable option to (partially) mitigate the risk of system failure and 
reset the risk trend from increasing to decreasing. It reduces risk to shared services customers MHUD, OT, SIA, and 
Office of the Children’s Commissioner. 
 
It has some advantages for strategic positioning via moving to Cloud, The IdAM platform being a foundation for 
partner access to MSD systems, and the Data Warehouse Replacement providing a superior foundation for 
analytics and data services. 
 
It also protects the Ministry from the consequences of unfunded legislative change.   
 
 

Disadvantages 
 
Conversely this scenario leaves (MSD only) services on the Hindin and DREW platforms exposed to an increasing 
risk of failure which would impact the majority of the Ministry’s front line staff. The risks associated with DREW and 
Hindin platforms are isolated to certain (albeit critical) business functions but are unlikely to bring the whole 
system down.  From a strategic perspective, retiring DREW and Hindin would remain  ‘must do’ initiatives  in any 
conceivable Business Operating Model for MSD, and this cost would therefore be deferred until Budget 2020, 
placing additional size and risk on any the Te Pae Tawhiti predicated technology transformation. 
 
This also leaves the Digital Channel (MyMSD and Apply Online) with the risk that it will be unable to scale up to 
meet increasing client driven volumes. For now the channel is working satisfactorily, especially with impending 
implementation of the Availability solution, but the work to re-architect and replace elements of the Digital 
channel will still need to be done to meet rising volumes and business model changes to meet Mana Manaaki (Te 
Pae Tawhiti) requirements.    
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Residual risks for Scenario 1 
 
Hindin 
 
This scenario does not achieve any reduction in risk around the Hindin platform and therefore the Hindin risk 
continues to grow.  
 
Creation of a modern, intuitive, intelligent knowledge base is deferred which means that front line staff will 
continue to get different answers depending on navigation paths, and continue to provide clients with inconsistent 
advice  
 
Important client and provider processes Review of Decision, Complaints, and Education Provider escalations would 
continue to be conducted on a disparate non-integrated platform at very high risk of failure. 
 
 
DREW 
 
The DREW application remains at very high risk of failure and the situation continues to worsen, affecting front line 
staff in their ability to calculate many benefits amounts. 
 
The current support arrangements are likely to worsen, meaning that if DREW does fail it would be extremely 
difficult to restore service. 
 
The long term strategic plan to consolidate statutory rules into one source of truth is delayed, meaning that there 
remain multiple sources for up to an extra 12 months, and delaying downstream initiatives to retire large bespoke 
backend systems   
 
 
Digital Channel 
 
The Digital Channel (MyMSD and Apply Online) remains prone to significant throughput (scalability) constraints 
which would affect availability due to unprecedented load conditions. Given that MyMSD volumes are predicted to 
grow rapidly this could start happening in the short to medium term. 
 
Part of the work (proposed in Scenario 3) is to remove technical bottlenecks that affect the rate of straight through 
processing, leading to extra manual effort and staff costs in the Ministry’s back office. 
 
 
Note 
 
Note that relative to Scenario 3 (the preferred way forward); Scenario 1 does not include a discussion on ‘software 
and security upgrades’. In Scenario 1, the hardware infrastructure move to IaaS/cloud would be funded.  
 
This would mean that by removing the need to invest in hardware from the Ministry’s existing Technology capital 
budget, the existing budget of circa $43M per annum would be sufficient to cover the majority of the required 
‘software and security upgrades’ programme.   
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It has the same Strategic advantages as Scenario 1. These strategic advantages arise from via moving to Cloud; the 
IdAM platform being a foundation for downstream partner access to MSD systems, and the Data Warehouse 
Replacement providing a superior foundation for analytics and data services; and protecting the Ministry from the 
consequences of unfunded legislative change.  
 
It has additional risk mitigation advantage compared to Scenario 1 in that it reduces the size of the risk in relation 
to Hindin, DREW, and the Digital Channel 
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Disadvantages 
 
Conversely this scenario only reduces operational risk arising from Hindin, DREW, and the Digital channel. 
Significant risk would remain. 
 
The tactical solutions for Hindin and DREW would have to be considered ‘throwaway’. 
 
From a strategic perspective, retiring DREW and Hindin and full re-architecting work for the Digital Channel  would 
remain  ‘must do’ initiatives  in any conceivable Business Operating model for MSD, and this cost would therefore 
be deferred until Budget 2020, placing additional size and risk on any Te Pae Tawhiti predicated technology 
transformation. 
 

 

Residual Risk 
 
Hindin 
 

This scenario does advance the work to get off the Hindin Platform by moving the knowledge bases to a supported 
platform so reduces operational risk more quickly. 
 
However, as with Scenario 1: 

• Creation of a modern, intuitive, intelligent knowledge base is deferred which means that front line staff will 
continue to get different answers depending on navigation paths, and continue to provide clients with 
inconsistent advice  

• Important client and provider processes Review of Decision, Complaints, and Education Provider escalations 
would continue to be conducted on a disparate non-integrated platform at high risk of failure. 

 
DREW 
 
This scenario reduces the severity and therefore the overall risk profile of the DREW application by proving more 
assurance that it can be recovered in the event of failure. 
 
However, as with Scenario 1, the long term strategic plan to consolidate statutory rules into one source of truth is 
delayed, meaning that there remain multiple sources for up to an extra 12 months, and also delays downstream 
initiatives to retire large bespoke backend systems such as SWIFTT and TRACE   
 
 
Digital Channels 
 
While this scenario includes the set of technical scalability improvements that would improve the theoretical 
throughput of the digital platform and effectively buy some time before the straight through processing 
improvements were commissioned. 
 
However, deferring the work to resolve key bottlenecks in the straight-through-processing architecture means that 
under unprecedented load condition staffs in back office teams would be insufficient to deal with the volumes.  
 
 
Note 
 
Note that relative to Scenario 3 (the preferred way forward); Scenario 2 does not include a discussion on ‘software 
and security upgrades’. In Scenario 2, the hardware infrastructure move to IaaS/cloud would be funded. This would 
mean that by removing the need to invest in hardware from the Ministry’s existing Technology capital budget, the 
existing budget of circa $43M per annum would be sufficient to cover the majority of the required ‘software and 
security upgrades’ programme.   
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Scenario 3 - The preferred way forward 
 

Description 
 
This is the Ministry’s preferred scenario. 
 
This is the same as Scenario 1, except that it adds the full preferred solutions for DREW, Hindin, Digital Platform, 
and Software and Security. 
 
This scenario would arrest the slide into technical debt and associated risk to systems availability. It would turn the 
trend of Technology Systems Availability risk to ‘decreasing’ from ‘increasing’. 
 
This scenario would likely turn the risk to Technology Systems Availability from ‘very high’ to ‘high’. 
 
This scenario would have the optimal balance between risk mitigation and executing the minimum set of strategic, 
foundational and pre-requisite initiatives to support downstream Te Pae Tawhiti strategy execution. 
 
Scenario 3 includes: 

• All of Scenario 1 initiatives 

• The full preferred option for Hindin retirement (See Economic Case) 

• The full Preferred option for DREW retirement (See Economic Case) 

• The Full preferred option for scaling the Digital Channel (See economic case) 

• The Full preferred option for Software and Security upgrades. 

 
 

Advantages 
 

• Optimum investment value arising from mitigating operational risk and creating enduring strategic value. 

 
 

Disadvantages  
 

• Only partially reduces Technology Systems Availability risk due to large remaining legacy of bespoke systems at 
the Ministry.  

 
 

Note  
 
This business case, even with the preferred way forward, does not fully bring the Technology Systems Availability 
risk to a state of equilibrium. This is because investing in additional large scale legacy retirement is not appropriate 
at this time, given that the Ministry is in the process of taking the Te Pae Tawhiti business strategy down to a more 
granular level. The Ministry is only proposing investment in areas where there is little or no risk of creating 
stranded assets. A potential Te Pae Tawhiti business case, where the target business model is agreed, is likely to be 
presented for consideration in budget 2020; and this would also complete the stabilisation of the Ministry’s 
Technology systems. 
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Commercial Case 
 
The commercial model for delivery is different for each of the eight projects. They vary from market approach and 
a partner vendor for implementation (IdAM), to focused delivery teams of in-house resource using existing 
commercial arrangements and All-of-Government services (Infrastructure).  
 
There are some principles that apply to how, in general, the sub-projects will be approached. These are concerned 
with reducing the delivery risk by addressing the highest risk areas as early in the programme/project lifecycle as 
possible to gain delivery certainty. 
 
The Ministry has two key principles which are used to validate the target solution as quickly as possible. The first 
involves performing Proofs of Concept early in the life-cycle. Doing this early formally validate ‘fit’ with the business 
environment/requirements, and a technical Proof of Concept (PoC) to validates that the proposed solution will 
actually work in the Ministry’s environment. The technical PoC also serves to allow the eventual users of the 
system to visualise how it will work early in the process.    
 
The second key principle is that the first deployment to ‘production’ is a Minimum Viable Product so that 
subsequent iterations of development are commissioned In the light of direct end user feedback. This means that 
the risk of investing in low value features is greatly reduced and greatest value is extracted. 
 
 

Commercial Approach 
 
MSD recognises there is a need for significant capability to support the delivery of the Programme, to reduce risk 
through technical expertise and delivery experience, and improve the quality of the outcomes delivered. 
 
This programme is reliant on its strategic partners, to support the delivery of this programme. Our engagement 
approach with our partners is to operate under a Master Services Agreement (MSA) using a Statement of Work 
(SOW) arrangement. The MSA does not limit the commercial arrangements for each SOW, meaning that a variety 
of risk sharing and commercial mechanisms can be adopted.  
 
Moving into the future delivery phase, MSD will adopt a Statement of Work-based commercial framework, based 
on a Time and Material approach. Fixed price segments can be accommodated within SOWs where the scope and 
deliverables are clear and where commercial mechanisms allow. However, the programme has elected not to use a 
fixed price arrangement, to allow flexibility for a collaborative, agile approach that utilises a range of vendor 
resources to deliver product-led, but MSD-specific, configuration and features.  
 
During delivery MSD will employ a number of commercial levers with vendors and these include; retention sums, 
liquidated damages, warranty provisions, disengagement and termination clauses which allow MSD to minimise 
risk and ensure that vendors have proven the configuration in an MSD environment prior to release of any 
retention sums. Such provisions are designed to ensure vendors are focused on the delivery of functionality into 
the MSD environment. The disengagement and termination clauses allow MSD to minimise future costs if changes 
to the programme happen, whilst allowing MSD to retain the deliverables.   
 
The detailed commercial cases are included in each of the sub business cases. 
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The estimates were assessed using a Quantitative Risk Assessment. For the purpose of this business case an 85% 
confidence level10 has been used. This means that there is an 85% chance that the actual cost of the programme 
will not exceed the estimated cost plus the contingency. The analysis shows that the contingency required to meet 
the 85% confidence target is $27.0M, or 15% of the total estimated costs.  
 
 

 

Management Case 
 
The management case addresses the achievability of the proposal and planning arrangements required to both 
ensure successful delivery and to manage programme risks. 
 
The key governance objective is to ensure transparency for all the key stakeholders. This includes Treasury and 
GCDO, as well as key partner agencies, Oranga Tamariki and Housing and Urban Development.  

 
The programme structure is based on the existing portfolio management model used in MSD. The Portfolio 
Executive Committee (PEC) will oversee this programme and the overall investment portfolio. This will enable 
prioritisation across the full investment portfolio, and ensure visibility of the programme. The PEC reports to the 
Investment Strategy Governance Committee (ISGC). 
 
These governance processes have recently been put in place, and have improved the prioritisation and allocation of 
funding. A summary of the governance process is included in the appendices.  
 
The details of the proposed governance structures are shown in the section Management Case. 
 
 

Implementation Completed in 2023 
 
Earlier analysis work has significantly improved our understanding of the complexities of the current infrastructure 
service and this has helped us to understand the delivery risks.  Large projects, such as Novopay and Police HRIS, 
serve as an insight to issues of system complexity as one of the common drivers of scope, cost and schedule 
overruns in large-scale technology programmes. 
 
In developing the implementation roadmap for the Programme, consideration was given to what was an optimal 
return on investment against an acceptable level of delivery and operational risk. This consideration together with 
the degree of change the organisation could absorb was balanced with the need to maintain current operational 
performance throughout the change. As a result, this programme is planned for an implementation period of four 
years. 
 
It is proposed that the Programme will be implemented in three tranches. Tranche One will be completed by 
FY2020 and Tranche two by FY2021 with the final, Tranche Three delivered in FY2023. 
 
  

 
 
 
10 The 85% confidence level matches one standard deviation from the mean for a normally distributed cost profile. 
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Tranche One  
 
This tranche will: 

• Select the strategic partner and solution for IdAM 

• Migrate most business rules from DREW and validate the preferred platform  

• Select the preferred knowledge platform, and migrate 25% of the Hindin content 

• Migrate and decommission the Complaints function of Hindin 

• Select the strategic partner and solution for the Data Warehouse 

• Decommission the EOS instance of the Cúram to simplify client experience 

• Deliver the new Cúram client channel experience, and complete development of the MyMSD component 

• Migrate and decommission half of the obsolete hardware and out of support software, and 

• Complete the plans and estimates for Tranche Two. 

 

Tranche Two  
 
This tranche will: 

• Deliver Client identity on the new IdAM platform 

• Deliver the new Review of Decision, Provider Management systems, and all the Hindin content on the new 
knowledge platform 

• Retire DREW and Hindin 

• Deliver the Warehouse MVP and the highest priority information products 

• Deliver a more scalable MyMSD client channel, and deliver straight through processing optimisations to reduce 
the rate of exceptions for staff 

• Complete the upgrade of software to supported levels, allowing 75% of compute capacity to be delivered from 
IaaS  

• Complete the plans and estimates for Tranche 3 

 

Tranche Three 
 
This tranche will: 

• Deliver Staff identity on the new IdAM platform  

• Deliver the required set of information products on the new Warehouse platform 

• Retire the old IdAM solution set 

• Retire the old Warehouse 

 
The technology solutions to support this implementation roadmap will: 

• Remove the operation risks commencing with the highest risks 

• Reduce implementation risk by selecting strategic partners where possible 

• Reduce implementation and privacy risk by limiting data conversion and manipulation to only those instances 
where the outcomes require it. 

 
MSD is ready to commence the Inception Phase of the Programme. This will involve detailed design of the future 
business processes, roles and information flows, and implementation of new technology.   

 



  

49 
 

Dependency management 
 
The proposed projects have multiple dependencies between each other and with other projects and programmes 
undertaken independent of the business case. These dependencies include both technical (one system depends on 
another) and resource based (specialists may be needed by multiple streams).  
 
MSD has a strong history of managing large programmes of work incorporating many systems and multiple 
workstreams. MSD manages programmes of work using the Scaled Agile framework (SAFe). A core practice of SAFe 
is Programme Increment (PI) Planning. During PI planning dependencies are identified and communicated. Conflicts 
are escalated to the management team to resolve using prioritisation or scope management.  
 
The broader project governance structures include Programme Boards and the Portfolio Executive Committee 
(PEC). Dependencies across the programmes are monitored and reported to the PEC. Refer to the appendices for a 
more detailed description of the various programme governance bodies. Refer to the Management Case section for 
a description of the relationship between Programme Boards and PEC. 
 
 

Implementation Risk 
 
Considerable effort has gone into assessing options that are able to be executed by the Ministry and industry 
partners.  
 
The Treasury Risk Profile Assessment rates the programme at High, with the three sections assessments being Low, 
High, and Low. The programme approach is to address the significant risks identified early to improve the certainty 
of outcome. The implementation risk for each project is described in each sub case. 
 
The feasibility of implementation has also been assessed. The details are contained in the Management Case. 
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1. Identity and Access Management Replacement 
 
 

1.1  The Case for Replacing our Identity and Access Management Platform 
 
An Identity and Access Management (IdAM) platform is an essential part of any large business. The absence of an 
IdAM platform would mean that there would be unfettered access to computer systems, including private and 
sensitive data. For example, anybody with physical access to a Ministry computer could go into any system and 
view any data or make any changes they wished, ranging from client data to salary details. 
 
MSD’s current Identity and Access Management (IdAM) platform poses a serious risk to the Ministry. This platform 
authorises staff access to all of the Ministry’s computer systems, data and information. If IdAM were to fail no staff 
member would be able to logon to any system; and no clients would be able to access digital systems. In essence 
the Ministry would not be able to process a single client transaction if IdAM failed. 
 
The Ministry has made a number of attempts to remediate risk around the IdAM platform, but these projects have 
been under-estimated and not been allocated sufficient internal capital to make a material difference to the risk 
profile. These projects have, however, created a foundation for future efforts to replace IdAM.  A team has been 
working for two years to define and agree the future state IdAM architecture and business governance model.  
 
Within the limits of the internal budget, a target identity store has been established and work is underway to move 
applications to it. However, this is but one component of what is an extremely complex and multi-layered Identity 
system and at the current rate of investment it will take well over 5 years to finish the task.    
 
In the meantime, the other components of the identity ecosystem are running on dated, tightly coupled platforms 
that have been underinvested in for over a decade. This means that they are difficult to change and keep up-to-
date for the staff identities that they hold. For example, some of the underlying servers are 14 years old, and these 
cannot be upgraded to modern servers because the applications operate on obsolete operating systems and 
middleware that can only run on old hardware. 
 
The platform also includes significant bespoke sub-applications such as AUM and CYFHub that are poorly 
understood and need to be replaced with standard 3rd party software. 
 
Manual intervention and workarounds are now required to keep the platform running, creating significant risk of 
data breach or unauthorised access. Further on-boarding and off boarding new staff is so problematic that there is 
a high possibility of staff still having access to systems after they have left. 
 
We have a very large external data store hardwired into MyMSD that was not initially designed to handle this 
number of users and transactions when it was built as part of the MSD Simplification programme. With the 
predicted uptake and transaction volume of this platform – this store needs to be re-platformed to a larger 
enterprise platform that will handle this load. Not replatforming significantly risks the continued service of our 
MyMSD online channel that now has over 650,000 beneficiary identities registered in it.  
 
The Ministry’s Technology Strategy has identified the future IdAM as being a strategic asset that underpins safe 
and easy access for staff, partners, and clients. This investment will ensure that the future asset is future proofed 
and able to accommodate future operating models. 
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1.2  Background 
 
The Ministry’s Identity and Access management capability is made up of a number of identity applications that 
together provide the means by which our staff access our applications and information.  It is also how over 650,000 
beneficiaries access their information through the MyMSD application, as well as how other cohorts of 
beneficiaries such as students use the Ministries online applications. These repositories of clients are growing at 
1000 new clients per week – and now include over half our active clients.  
 
The current Ministry identity capability has evolved over time and has been in existence for approximately 15 
years. It is predominantly a bespoke solution and has been incrementally developed to meet changing business 
structures and needs since its inception.  
 
Although the technology continues to function and support the basic needs of the business, it now does not have 
the ability to adapt to become a modern IdAM platform to support the increased desire for cloud based services, 
modern cyber security threat protection, seamless authentication capabilities, and improved process efficiency, 
This is because over the many years of development and enhancement, the existing Identity Management platform 
lost its foundational architecture. Many dependencies now exist with multiple peripheral systems and workarounds 
employed to manage capability deficiencies. This has resulted in an ever growing amount of technical debt and a 
high level of risk with running and managing the platform. 
 
A number of attempts have been made to refactor parts of the existing identity management platform and 
modernise its capabilities. This has proved to be challenging, complex, and aspects of existing functionality have 
been replicated with no real overall benefit. These initiatives had significant financial investment but lacked 
business engagement and involvement, which may have contributed to the difficulties in achieving the targeted 
objectives. 
 
At the technology layer, the existing Identity Management platform consists of a number of disparate applications, 
many of which are reliant on legacy, unsupported hardware and software and/or use software not designed for 
access management functions (e.g. payroll). This has made the overall platform very complex and difficult to 
maintain. 
 
Various workarounds have been implemented to compensate for this cumbersome nature, and some security 
controls have not been fully utilised in an attempt to maintain stability of the system and interconnected 
components. This creates an ever present risk to MSD (and its shared services customers) of a major outage that 
affects not only the Identity Management processes but also the Corporate Identity Directory (LDAP) which could 
result in many of MSD’s critical business applications being unavailable. 
 
Adding to this complexity are manual business processes for on-boarding and off-boarding users, modifying access 
rights and terminating employment, which are also highly complex. Inconsistencies in these processes combined 
with delays caused by sequential batch driven processes, coupled with the lack of automated de-provisioning from 
applications (particularly cloud applications where user credentials are held in the application itself), present a high 
security risk of unauthorised access.  
 
The age and lack of functionality in some of the existing Identity Management components limits MSD’s ability to 
take advantage of newer technology which could reduce this risk. Consequently there is no central capability to 
manage identities or record what entitlements have been assigned to a worker. Instead, a disparate set of 
processes and record keeping exists that result in inefficiencies, accumulation of access rights and an inability to 
audit access rights across the organisation. 
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There are three main themes to the IDAM problem in the Ministry.  
 
They are:  

1. We require urgent remediation to keep this IDAM platform running for our key applications – They are 
running on dated, tightly coupled platforms that have been underinvested in for over a decade. This means 
that they are difficult to change and keep up-to-date for the staff identities that they hold. 

2. There is so much manual intervention and workarounds are now employed to keep the platform running 
that there is significant risk of data breach or unauthorised access. Further on-boarding and off-boarding 
new staff is so problematic that there is a high possibility of staff still having access to systems after they 
have left or staff having access to resources they are not supposed to have access to. 

3. We have a very large external data store with over 650,000 beneficiaries hardwired into MyMSD that was 
not initially designed to handle this number of users and transactions when it was built as part of the MSD 
simplification programme. With the predicted uptake and transaction volume of this platform – this store 
needs to be re-platformed to a larger enterprise platform that will handle this load and the number of 
users we now have. Not re-platforming significantly risks the continued service of our MyMSD online 
channel.  

 
NOTE: The re-platforming in point 3 also makes this client identity store reusable for future online Ministry 
applications. 
 
NOTE: The recommended options in this paper are also highly aligned to Te Pai Tawhiti – and all of the initiatives 
and work outlined here is reusable for the 2020 business case 
 
 

1.3  Risks and Benefits 
 

There are key themes running through the problems outlined in the above problem statement that present 
themselves as risk – as well as the opportunity to provide benefits to the Ministry.  
 
The risks include: 
 
• Unauthorised access – increases MSDs exposure to risks of privacy breaches, security breaches and internal 

fraud. Unauthorised access is the result of not removing access to applications and systems when people leave 
the organisation or move to a different role. 

• No view of user access – it is currently virtually impossible to answer the question ‘who has access to what?’ in 
a reasonable timeframe today. MSD cannot protect its data if it does not know who has access to it. 

• Lack of security for user credentials – by requiring users to maintain multiple passwords and by storing 
username and password in cloud applications user credentials are vulnerable to theft and misuse.  

• Failure of an IdAM component – reliance on unsupported and legacy hardware and software make MSD 
vulnerable to a failure of a critical component which could affect access to critical business applications. 
Further, because of the tightly coupled nature of our identity stack, upstream failure of an identity system has 
‘flow on’ downstream effects to our lower level identity provisioning systems. 

• Tight linkage to business process and criticality of applications – Delivering MSDs services is becoming more 
reliant on technology and failure of IDAM services completely brings many of our critical platforms out of 
service. 

• Lack of reusable client and partner identity capability that is simple to use and provides the strength of 
identity we need to offer services to our clients. 

• Identity will be at the forefront of the new security architecture the Ministry will deploy that will allow staff to 
work from anywhere, anytime, on any device. The fundamental requirement for this strategy is that we have a 
high degree of confidence in the strength of our digital identity for staff. This work is also a fundamental 
prerequisite for this next phase of security work to continue. 
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The Benefits include: 
 

• Reduce the risk of unsupported critical identity infrastructure failure through upgrading it or migrating it to a 
supported system. 

• Reduce the risk of inappropriate data access through more secure authentication mechanisms. 

• Reduce the risk of passwords being compromised by reducing the number of passwords and enforcing a 
consistent password standard across all our access systems. 

• Workflow enabled compliance and audit functions for provisioning and application access that only gives the 
access that each user needs. 

• Consistent role based permissions to applications and resources for all staff. 

• Single centralised record of assigned user permissions and a central record of user permissions. 

• Prevent permissions creep through automated provisioning and de-provisioning of users and access. 

• Better user management of NGOs, contractors and service providers. 

• Workflow enabled provisioning and de-provisioning (as opposed to manual currently). 

• Self service capability for access requests and password resets. 

• Improved management of licencing costs through accurate reporting on usage. 

• Improved user experience and ease of use through single sign on. 

• Enable secure access for cloud applications and platforms. 

• Provide a single view of who has access to which systems. Currently there is none and this poses a high level 
of risk to the Ministry in operating these systems. 

• Improve the manual, slow on boarding process that is prone to error and not auditable other than through 
time consuming manual means. 

• Lower operational costs through being able to see who is using which systems – and therefore being able to 
save considerable licencing costs. 

• Remove the security and operational risk of a number of identity related systems running on unsupported 
software. 

• Remove single points of failure so that if one identity system fails, staff and clients are still able to log in and 
continue to use our systems. 

• Lower our security vulnerability through better Identity lifecycle management and the full de-provisioning of 
users once they leave MSD. 

 
Other objectives not directly related to risk of failure that lay the foundation for future identity capability: 
 
• Identity will be at the forefront of the new security architecture the Ministry will deploy allowing staff to work 

from anywhere, anytime, on any device. The fundamental requirement for this strategy is that we have a high 
degree of confidence in the strength of our digital identity for staff to access information from anywhere.  

• This work on the external client store paves the way for simple access to our information and resources where 
identity ‘gets out of the way’ so New Zealanders can access the services they need when they need them. 
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Option 2: In House Partial Solution 
 
• A modern supported identity store with a documented support roadmap will be implemented. 

• IGA functionality delivered will be significantly less than a recognised IGA COTS product. 

• Not investing in a strategic Access Management (AM) toolset will severely limit MSD’s capability to 
support the strategic objectives of increased mobile device support and digital enablement in a secure 
way. 

• By removing the dependency on CHRIS 21 information for new starters can be sent to IGA earlier in 
the HR process this will reduce the time new starters have to wait for application access to be 
established. 

• Existing IdAM related applications which expose MSD to risk will be retired and replaced. 

• Significant amount of in-house work required to define scope, design, build and test the solution. 

• In-house development of an IGA platform carries a high level of risk. Risk of budget overspend, scope 
blowout and lack of the appropriate skills all need to be considered. MSD has made previous attempts 
to replace the existing core Identity Management applications with no success.  

• No vendor supported roadmap for IGA components to ensure constant platform upgrades and avoid 
technical debt accumulation. 

• MSD will need to maintain in-house skills to support the IdAM platform from both a technical and 
business perspective. 

• Significant Organisational Change Management effort required. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Figure 2: 
Option 2 capability maturity 
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Option 3: Full Vendor Managed Solution (Recommended Option) 
 

• MSD will have an IdAM platform that provides the capabilities required to securely provide support for 
increased mobile and digital channel access to systems and resources. 

• MSD will benefit from the increased efficiency and improved security that centrally managed 
provisioning and de-provisioning from cloud and internal applications will provide. 

• Functionality to perform access audits and certification will mean that IdAM can be used a robust 
control for operational risks. 

• Existing IdAM related applications which expose MSD to risk will be retired and replaced. 

• MSD will implement market leading products with a well-defined support and investment roadmap. 

• Opportunity to expand the scope of Business Events that impact on identity. 

• By removing the dependency on CHRIS 21 information for new starters can be sent to IGA earlier in 
the HR process this will reduce the time new starters have to wait for application access to be 
established. 

• A strong control to mitigate security risks relating to unauthorised access, client information privacy or 
internal fraud will be in place. 

• MSD will be able to adopt cloud services securely.  

• Change management impact will be significant as it will require the establishment of new roles and 
responsibilities, as well as training for new applications and processes. 

• The MSD client identity and authentication component will be extracted from MyMSD so that it can be 
migrated into the Ministry strategic identity platform. 

 

 

 

Figure 3: Option 3 capability maturity 
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1.5  Delivery Plan and Procurement (Commercial Case) for the Preferred Option 
 
1.5.1 Principles behind how we will deliver the IdAM capability for the Ministry 
 
• Align with Government ICT strategy (Digital, IaaS/Cloud, COTS, AoG, as-a-service). But leverage existing 

assets. The project will align with MSD IT Strategy and Action Plan (the ISAP) which in turn is aligned with 
Government ICT strategy. The programme will actively promote digital platforms; change MSD IT to use 
IaaS/Cloud and COTS offerings, and to move to as-a-service commercial arrangements.  However this will need 
to be mindful of existing investments and/or commercial arrangements. 

• Grow our technology capability. Give our team career growth opportunities.  Where possible the project will 
seek to grow the capability of the internal IT team by giving the team growth opportunities. This will reward 
commitment to the organisation and reduce dependence on external contractors. 

• Minimise impact on IT customers’ work programmes. The IdAM project will implement its changes in a way 
that minimises any impacts on its customers.  Ideally changes will be virtually transparent to them.  

• Governance framework is MSD PgMF. Delivery framework is SAFe. From a governance and management 
perspective, the programme will align with MSD’s Programme Management Framework which aligns with the 
MSP (Managing Successful Programmes) framework.  Organisation of day-to-day delivery work will use SAFe 
(the Scaled Agile Framework). 

• Embed the customer in the heart of the delivery.  A key principle of SAFe/Agile is that the customer is involved 
in all discussions/decisions around scope/requirements definition and in reviewing/confirming deliverables to 
ensure they are fit for purpose.  The project will achieve this by having BAU owners of deliverables involved 
throughout the delivery.  There will be an overall business owner for the project (the Product Manager) with 
business owners who specialise in the main deliverables from specific work streams (Product Owners). 

• Chunk up the work. Use Tranches. Each Tranche delivers a business outcome.  The end of a Tranche is a major 
milestone that releases major business benefits.  The programme will structure tranches so that an off-ramp 
can be invoked but business benefits can still be achieved (see below). 

• Allow for off-ramps. If an off-ramp is invoked, assets must be usable. Where possible delivery will be 
structured to allow stakeholders to either stop the delivery or change direction if results indicate there are 
better ways to achieve outcomes.  The ‘off-ramp’ will be structured to minimise any lost investment and to 
ensure that any assets at that point are usable (i.e. they are not partly completed and as a result cannot be 
used). 

• No big-bangs. Incremental implementations. Pilots and phased rollouts. The project will take a risk-averse 
approach to implementations.  There will be no big-bang implementations.  Instead, changes will be 
implemented via small steps so that risk can be contained and widespread business impact can be avoided.   

• Front-load risk and attack it via POCs/trials. Many areas of the project introduce new technology and involve 
process changes.  Where a solution outcome cannot be predicted with near certainty, the programme will 
attempt to complete POCs and trials to prove a solution works, and to understand the implications for 
delivering, implementing and supporting that solution.  

• Focus. Limit Work in progress (WIP). Play 80:20. Programme management will actively limit WIP to enable the 
team to focus its efforts.  This reduces delivery risk, and also increases productivity.  The Product Manager and 
Product Owners will assist in this goal by defining the MVP (minimum viable product) for each solution. 

• Use existing suppliers and AoG common capabilities. In alignment with government guidelines and the 
Procurement Board guidelines, the Programme will use existing suppliers and AoG arrangements before going 
to the market. 

• Focus on outcomes and benefits. Programme management will identify an approach and on-going measures 
that ensure there is constant focus on the outcomes and benefits the programme is aiming to achieve. 
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1.5.1.1  Financial Analysis 
 

The following section outlines the project planning and management arrangements. 

 

Programme Management Arrangements 

The IdAM project and the delivery of the services will be managed within the context of a wider 
programme management process. 
 
The proposed project will be delivered out of the MSD Security programme, which comprises of a 
portfolio of projects for the delivery of work that lifts the security posture and maturity of MSD. 
The scope of the programme is set out in the Security Programme Business Case approved on 16th 
June 2016. 
 
The relevant programme management arrangements are as follows:  

• MSD’s Programme Management Framework (PGMF) will be used for overall programme 
governance.  

• MSD’s Programme Management Framework (PgMF) is based on the Managing Successful 
Programmes (MSP) methodology.   

• The PgMF will be used to provide the project with an overall governance framework.  It 
provides guidance on the structure of governance groups and also identifies the key artefacts 
that need to be produced by the programme.   

• The PgMF will be tailored to reflect the needs of the project and to reflect some of the 
deliverables that were completed during the development of the indicative IdAM Business 
Case. 

 
 

Project Delivery  

In the event that this investment proposal receives formal approval, a project will be established to 
deliver the required services. The project will be delivered from within MSD Security Programme, 
one of MSD’s established standing teams.  
 
The ‘delivery methodology’ to be used for this project is a SAFe/Agile model to plan and manage 
delivery work.  

• SAFe breaks down scope and requirements into Epics, Features and Stories. The Product 
Manager and Product Owners for each project will be responsible for working with project 
teams to break down scope and then for prioritising work. 

• Delivery is spread across 3 month periods known as Programme Increments (PIs).  Delivery in 
each PI is broken into fortnightly Sprints. Changes are implemented incrementally. 

• An MVP approach is used to minimise delivery complexity and risk.  The Product Manager and 
Product Owners will identify the minimum solution required to meet requirements and 
achieve programme benefits.  This approach maximises return on investment (ROI) and also 
significantly increases the likelihood of successful delivery. 

• BAU owners of deliverables will be identified early in the delivery. They will be actively 
involved in construction and sign-off activities. 

• The programme will ensure that projects have considered long-term ownership of deliverables 
in BAU. Wherever possible BAU owners will be directly involved in management and 
construction work (i.e. an Agile/DevOps model). BAU owners will also be involved in the sign-
off of specific deliverables. This maximises the likelihood that deliverables are accepted and 
fit-for-purpose.  It also assists in the transfer of IP. 
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Implementation Approach 

• There will be no big-bangs. Each workstream will have incremental delivery stages with phased 
implementation in each stage. The project will take a risk-averse approach to implementation, 
changes will be implemented via small incremental steps so that risk can be contained and 
widespread business impact can be avoided.   

• Changes will be delivered over a number of stages. Within each stage, after the completion of 
structured testing, there will be pilots and phased rollouts to reduce risk. 

• The project team will implement the majority of solution components in advance of go-live in 
order to minimise the amount of change required on the go-live date. The nature of this 
project means that it is possible to pre-install many IT changes prior to go-live. This will reduce 
the effort and risk involved with the final implementation. 

• Implementations/deployments will be planned in such a way that a ‘roll-back’ to the original 
state is achievable if required. 

 

Changes to Scope 

• Changes to project scope can be made by the leadership team/ governance group so long as 
these changes do not impact the overall spend or expected project benefits.  These changes 
will be managed by the product and project manager for the project and included in 
governance reporting.  Formal agreement to variations is not required for this level of change. 

• If there is a need to vary scope from the baseline and this has an impact on spend or benefits, 
the project manager will highlight this to the Product Manager, Product Owners and the 
Programme Manager.  If an alternative approach cannot be found to enable a project to 
achieve its targets, a variation will be raised with governance groups for a decision (e.g. 
increase overall budget available, reduce benefits targets). 

 

Key Deliverables 

• A modern and effective IdAM capability made up of new people, process, policy and 
Technology.  

• Identity Governance and Administration (IGA) platform and capability. 

• Access Management platform and capability. 

• New modern Identity Directory and Virtual Directory.  

• MSD will use Infrastructure as a service (IaaS) by default and only purchase its own 
infrastructure assets by exception. 
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• Design and build risks of $7.1m (over 5 years) have been included for Option 2 as this option requires in-house 
bespoke development of some IGA components; the scope of which is unknown. This is represented as capital 
contingency. 

• Procurement risk of $1.2m (over 3 years) has been included for Option 3 as the estimates provided are high-
level only and based on very high level requirements. This is represented as capital contingency. 

• Design risk of $1.8m (over 3 years) has been included for Option 3 due to the limited engagement with service 
providers and vendors to date. This is represented as capital contingency. 

• An estimate of MSD resources required to participate in the Organisational Change Management has been 
included in the implementation costs for options 2 and 3.  
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2. Centralise Rules Processing 
 

2.1  The case for retiring DREW 
 

The DREW (Date Rate Entitlement Wizard) was first implemented in 1996.  It is an essential ‘tool of trade’ for 2,800 
front-line case manager and contact centre staff.  It performs benefit and superannuation calculations to support 
the processing of Income Support applications. This includes ‘what if’ scenarios to discuss with clients. It also is 
used to help front line staff to perform calculations pursuant to backdated transactions.  
 
Over the 22 years of its existence DREW has bloated to approximately 300 screens and 5,000 function points, as 
legislation has been changed on a regular basis and some statutory benefit rules have been ‘grandfathered’. 
 
Whilst DREW is an integral part of the benefit / pension business processes and has been a stable reliable tool since 
its inception it has had a steadily rising risk profile in recent years to the point where it now poses a serious risk to 
the Ministry at service centres and at call centres.  These are: 
 
• Capability / Support risk which stems from where it is supported from and who is supporting it.  A small 

company with one developer (Venturi) that has moved its base to France, supporting an integral step in the 
benefit / pension business processes is a far from ideal situation for the Ministry to be in. 

• Technology risk 

- DREW uses an old version (V5.4) of a proprietary rules engine XpertRule (up to v9.1 in 2012) and is the 
only application in the Ministry that is in that technology.  Although XpertRule is still active in the 
market and is still being improved by the UK based company that owns it, local skills are not readily 
available. 

- DREW is one of the few remaining Personal Computer (PC) based front-line applications. It has been a 
challenge to make it work under Windows 10. So far it has worked with the Windows 10 pilot sites. 
However, Windows 10 (unlike Windows 7) is ‘evergreen’ software meaning that Microsoft releases 
updates to the operating system every 6 months and this will be largely beyond the Ministry’s control. 
DREW is the significant front-line application most at risk of being rendered inoperable by an 
operating system change. 

• Complexity risk - The Ministry currently supports multiple repositories of the statutory eligibility and 
entitlement rules which can potentially give slightly different answers. This is in addition to maintaining the 
statutory rules still embedded in legacy backend systems such as SWIFTT. All of these increase the complexity 
of the Ministry’s application environment.  This duplication of rules, impacts the time to market and poses 
multiple points of risk of failure. This risk will become even more significant with the expected 
recommendations that will come from the Welfare Expert Advisory Group (WEAG) due in early 2019, and also 
from the Ministry unpacking the requirements of the newly released Statement of Intent – Te Pae Tawhiti. 

 
These factors increase the risk of failure in DREW. The inability to run DREW would have profound effects on the 
daily processes at service centres and call centres which will impact the Ministry’s ability to process benefit 
applications and change in circumstance queries / actions.  These in turn will have adverse effects to the Ministry’s 
clients who have a large dependency on the Ministry’s financial support. Clients and staff are already impacted by 
having multiple sources of truth for statutory rules.  
 
Inability to change DREW due a lack of support would also severely impair the Ministry’s ability to enact 
government policy. For example, any recommendations arising from WEAG.  
 
As further discussed in the next section, it is important to note that the case for retiring DREW is driven by: 

• Eliminating risk of failure due to the factors described above 

• the strategic direction of leveraging investment in Cúram as the primary repository of entitlement rules 

DREW retirement is not driven by cost reduction because the current support costs and development costs for 
modifying DREW are very minimal.   
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2.2  Background 
 
DREW’s existence was primarily driven by limitations of the benefit / pension system ‘Social Welfare Information 
For Tomorrow Today’ (SWIFTT) implemented in 1991, namely: 

• SWIFTT was not designed to handle “what if” calculations 

• Where SWIFTT does not have enough information to automatically complete back dated entitlement 
calculations, users have to manually work out the entitlement rates and then enter them into SWIFTT.  These 
complex calculations were performed by expert users using spread sheets and calculators with an associated 
steep learning curve.   

 
DREW filled these gaps satisfactorily.  It started as a tactical solution and the outcomes from it were meant to be 
re-implemented in a more strategic solution, but that has not happened until now. Other higher business priorities 
and (for some time) the absence of an agreed strategic solution resulted in more functionality built into DREW 
including: 

• ‘screen scraping’ data from SWIFTT to reduce double handling of data 

• Automatically sending some results back to SWIFTT 

• Functions that were deemed to be easier (and cheaper) to develop in DREW – but not necessarily the 
architecturally right place for those functions 

 
Today DREW is able to provide some of the more complex calculations as part of the application process or change- 
in-circumstance process, particularly in processing backdated transactions.  Despite this assistance from DREW, 
there remains a steep learning curve for staff and risks of getting incorrect calculations. 
 
Currently, the eligibility and entitlement rules in the Ministry are spread across a number of rules engines / 
repositories on top of the rules embedded in the legacy systems.  The rules repositories are: 

• XpertRule – used by DREW 

• IBM’s ODM11 – used by DART12 

• Cúram – used by CMS, EOS, ODS 

 
The legacy systems, particularly the larger ones own the bulk of the eligibility and entitlement rules, and given their 
age and the design / programming patterns of their time, are tightly coupled with some of the processing rules.  
Two systems of particular strategic interest in this initiative are SWIFTT and SAL13, largely because the entitlement 
rules and the evidence involved in executing those rules are deemed to be suited to be implemented in CMS. 
The key reason for using CMS for these is Cúram was originally purchased to house most of the key functions of 
income maintenance systems (that include SWIFTT and SAL).   
 
This direction has not changed because Cúram remains the industry leader for social services frameworks.  Cúram 
has industry best practices that the Ministry can leverage from.  The rules are the heart and soul of any social 
services organisation, and the rest of the processes are dependent on those rules (and accompanying evidence) 
being as easily accessible as possible.  Using a straight out rules engine like Operational Decision Manager (ODM) 
may offer other functions (e.g., modelling and simulation) but the rest of the social services functions will have to 
be built around those rules. 

 
 
 
11 ODM - IBM® Operational Decision Manager is a comprehensive decision automation platform that helps to discover, capture, analyze, automate and govern 
rules-based business decisions. 
12 DART - The dynamic automatic review tool is an integrated web based application that has been developed to automate the calculation of back dated 
review assessments when assessing overseas pensions, and a client’s and/or partners entitlement to benefit for a past pay period due to a change in earnings.  
DART access is available to Specialised Processing Services (SPS) and Integrity Intervention Centre (IIC) users – less than 300 users. 
13 SAL - The Student Allowance and Loans system enables Students applying for a Student Allowance, Student Loan and Scholarship to be assessed and paid. 
Work and Income NZ took over the responsibility for the assessment and payment of Student Allowances on 1 January 1999 from the Ministry of Education. 
500 con-current users can access this system at any one time and 72,000 student allowance applications are administered. 
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2.4.1.2 Assumptions and Comments: 
 

The following assumptions and comments are common for Options 2 and 3 (and its sub-options): 
 

• Entitlement rules as they currently exist in DREW will be implemented in the Cúram rules engine 
through the CMS application. 

• Comment 1 is supported by the draft rules architecture principles previously presented to the 
Architecture Council. 

• Implementing the rules in CMS will take into account as much of the known future requirements / 
plans for implementing benefits / pension processing in CMS – i.e., structure / hierarchy of product 
delivery cases, integrated case, rules and sub-rules, evidence, etc. 

• DART entitlement rules will be included in the scope of what will be analysed and the approach will 
consider the future of DART. 
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3. Foundation Knowledge Management (Hindin) 
 

3.1  The case for replacing Hindin 

 

The Hindin platform has been in place at MSD since 2001. It is a knowledge base and workflow tool. It was 
originally procured to house numerous knowledge bases across the Ministry. These knowledge bases help inform 
staff about business processes and some legislative details.  
 
Over time it has also been used as a workflow tool for core business processes such as managing Complaints, 
Review of Decision (RoD) and Education Provider Issue Management.  
 
Applications resident on the Hindin platform constitute key tools for over 2,800 front line staff in service centres 
and contact centres. These tools are used by approximately 600 Work and Income staff per day and 500 StudyLink 
staff per day, which results in over 400,000 page views per month. Work and Income process approximately 4,500 
Review of Decisions per year and 7,500 complaints per year in the Hindin platform. StudyLink providers raise 
10,500 escalations per year to StudyLink and StudyLink staff record 15,600 interactions per year. 
 
Strategically these applications need to be replaced with contemporary tools that are far more tightly integrated 
with the client context. 
 
In the short term, the level of extreme technical debt associated with the Hindin platform is now at a level where it 
is not viable to continue to let the components age out another year. Currently the technology components 
underpinning Hindin include hardware that is 9 years old and software that is 10 years out of support. The 
probability of failure is trending from ‘likely’ towards ‘almost certain’.  The consequences of such a failure would be 
serious disruption to the critical business processes and functions supported by applications on the Hindin 
platform. 
 
Contact centre and service centre staff are dependent on the information contained in the knowledge bases to 
support client calls. The ‘review of decision’ process is also fundamental to delivering on our clients’ rights, as is the 
ability to record and deal with broader client complaints. 
 
 
 

3.2  Background 
 
The Hindin platform is third party software sold by Hindin Solutions, now Assura of Christchurch New Zealand.  
At the time that MSD purchased the product, it was exclusively a Microsoft based product, but MSD requested that 
a Java version of the application be developed and deployed at MSD.  
 
Since then MSD has been the only customer for the Java version and the vendor has not invested in the code 
branch. It is an orphan branch of the application and has not been materially upgraded in the last 15 years. 
 

The Hindin platform is now in a state where there are a number of serious problems that pose significant risk for 
the Ministry including the following out-of-support components:  

• The application runs on a 9 year old Sun (Oracle) M4000 server  

• The database runs on an 8 year old HP Superdome type server 

• The application runs on the Solaris version 9 operating system end of life since 2014 (first released May 2002)  

• Java 1.4 end of life since 2008 (first released February 2002)  

• The database is Oracle version 9.2, end of life since 2010 (first released May 2002) 

• Oracle WebLogic 8.1 end of life since October 2011 (first released July 2003) 
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It is not sustainable to continue to operate the Hindin platform under these conditions. There is a high risk of 
failure in which a single faulty component could render all of the applications that operate on it to be unavailable 
for a period of days or weeks. This is not confined to hardware and software components, the consequences of 
very old hardware and software includes significant risk of security vulnerabilities that cannot be fixed. 
  
The level of extreme technical debt associated with the Hindin platform is now at a level where it is not viable to 
continue to let the components age out another year. The probability of failure is trending from ‘likely’ towards 
‘almost certain’. 
 
The consequences of such a failure would be serious disruption to the critical business processes and functions 
supported by applications on the Hindin platform. 
  
Over successive years small-scale projects have been initiated to reduce the number of knowledge bases still 
resident on the Hindin platform. These small scale projects have been intended to reduce the size of the problem 
without spending too much of the available balance sheet cash. The large expense of ($25 million) of retiring 
Hindin would have used up too much of the available capital, which was required to fund other important 
software, hardware, and security upgrades. 
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The knowledge management system will have a content lifecycle framework that defines how content will 
be managed along with a standard taxonomy schema (developed together with Information Services) to 
create a model which can be reusable across all MSD information. 
 
This option will allow MSD to continue to gain value from knowledge management over time as 
understanding and learning enables future actions relative to a client’s context. 
 
Cúram SPM has an off-the-shelf module for Review of Decision type processing called Appeals. Utilising 
Appeals processing for Review of Decision, and using the Cúram SPM framework for client complaints in 
general, means staff will have fewer systems to use and that complaints, and reviews of decision will be 
integrated with the client record. Both Review of Decision and complaints naturally fit with Cúram SPM, 
because this is the system where the bulk of the decisions for client provision of service are made. This will 
help alleviate two of the significant pain points with the Ministry’s existing technology. Unlike the existing 
process implemented in an Hindin application where Review of Decision and complaints are managed 
outside of Cúram SPM with no integration. 
 
Cúram SPM has an off-the-shelf module for Partners that can be extended to accommodate the provider 
functionality currently being provided by the Hindin platform. This will extend the current strategic use of 
Provider Management in Cúram SPM, further consolidating provider management functions in a single 
system. Unlike the existing component within the Hindin platform that is separate from other partner 
management components at the Ministry. 
 
The Te Pae Tawhiti Strategy indicates the Ministry will help people be aware of all the support available to 
them and provide confidence they will receive it. Moving the multiple Hindin knowledge bases to a single 
intuitive repository, with integration to the core case management system will surface client information to 
staff in the right place at the right time. 

 
 

3.4.2.2 Partly Tactical Solution 
 

The partly tactical solution differs from the strategic option in that the knowledge sharing and collaboration 
system is Confluence. Some Ministry knowledge bases have already been transferred to Confluence to 
lessen the impact of Hindin failure. Confluence is considerably less expensive than the strategic option with 
no use of intelligent systems and no integration with the core case management system. This lack of 
integration will require staff to manually search for the information they require. 
 
Confluence does however provide a single knowledge sharing and collaboration system where Ministry 
knowledge can be gathered, mapped and interrelated. The information can be searched and referenced by 
staff and Confluence provides features that allow staff to provide feedback on content as well as monitor 
content for changes. 
 
With no integration with the core case management system, this solution does not deliver a single client 
view to staff. Also with no smart agent or artificial intelligence features, this is only an interim solution 
providing limited long term benefit. 

 

 
3.5  Delivery Plan and Procurement (Commercial Case) 
 

3.5.1  Preferred Strategic Option 
 

3.5.1.1 Cúram Appeals, Complaints and Partners 
 
The components of the Cúram software required are already owned by the Ministry, and there is an 
existing in-house team that oversees configuration, testing, and implementation of Cúram modules and 
features.  
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The in-house Cúram team will be augmented with suitably skilled external labour using existing panel 
arrangements and external professional services contracts with IBM. It is not envisaged that any 
Procurement activity will be required for the Cúram components of the solution. 
 
The in-house capability utilises the Scaled Agile Framework (SAFe) and DevOps as key parts of the 
Technology operating model to break the delivery up into smaller more consumable increments, and 
thereby avoid the risk of a ‘Big bang” implementation. 
 
It is a tried and true delivery pattern for the Ministry that has successfully delivered a number of large scale 
projects, and is viable in this case. 
 
Among the first steps will be seek to eliminate the risk that this solution will not meet the business need or 
have considerable technical hurdles to implementation. This will be achieved by validating business fit of 
functionality in the solution, and that the high level design is feasible including any required integration 
points. This will be followed by a technical Proof of Concept PoC which will validate that the solution will 
work in the Ministry’s environment. The technical PoC also allows the eventual end users to visualise the 
system early.  
 
Development of a Minimum Viable Product (MVP) will then be pursued that will enable end users access to 
the system as soon as possible so their feedback can be incorporated into subsequent development 
iterations. 
 

 
3.5.1.2 Knowledge Base  
 
There will be a procurement exercise, abiding by the government rules of procurement, to determine the 
Knowledge Base software that will be required to meet the Ministry’s strategic needs. The initial scope for 
the project is a target repository for the knowledge bases currently in Hindin. 
  
Whilst only the current Hindin content is in scope, the solution will need to be highly scalable in volume of 
data, functionality, and access methods. For example, some of the knowledge/content types will need to 
be simultaneously available to staff, partners, and clients, via different channels. The knowledge repository 
will need to be amenable to natural language enquiry and speech interfaces. It is also possible that this will 
be a cloud based service. 
 
Given that this will be a new capability, the Ministry will create a joint implementation plan with the 
vendor to ensure successful delivery. This delivery plan will splice in with the Ministry’s Agile delivery 
method to ensure successful integration. Again, this is a tried and true delivery pattern. 
 

 
3.5.2  Move ROD, Complaints and Partners to Cúram CMS and Knowledge Bases to Confluence  
 

3.5.2.1 Cúram SPMbased Appeals, Complaints and Partners 

See 3.5.1.1 above. 
 
 

3.5.2.2 Confluence Based Knowledge Bases 
 

To partially mitigate the risk to the Ministry, a tactical solution has already moved a number of legacy 
Hindin knowledge bases to Confluence. This solution will build on the existing Confluence deployment to 
allow the decommissioning of the knowledge bases stored in the Hindin platform. Moving the information 
over is largely a business function and can be done incrementally to incrementally reduce risk of the 
information becoming unavailable. 
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4. Data Warehouse Replacement 
 

4.1  The case for replacing the Data Warehouse 
 
The data warehouse is an integral part of MSD and Oranga Tamariki’s (OT) operation.  The warehouse stores and 
integrates complex administrative data from over one million New Zealanders and enables MSD and OT to perform 
a wide range of, in some cases critical, functions, including frontline case management, advanced analytics, 
reporting and business intelligence.  The Ministry of Housing and Urban Development (HUD) also depend on the 
data warehouse for the latter two functions using MSD data. 
 
However, the demands placed on this system now far exceed what the platform was originally designed to 
deliver.  The combination of increasing service demands and poor governance has meant the system has evolved in 
an ad-hoc way, requiring short term, quick-fixes, the consequences of which have built up over time and led to an 
increasingly complex, brittle, and ultimately unsustainable platform for delivering core functions.  This 
accumulation of “technical debt” has reached a tipping point.  The system is now in a state that not only limits our 
ability to develop new insights for supporting MSD’s key strategic shifts but also presents a critical and imminent 
risk to performing MSD’s most basic, business-as-usual activities. The system is now prone to regular outages that 
directly impact front line staff and the services clients receive; creates risks to client privacy; lacks the resilience 
needed to respond to inevitable disruptions and new service demands; and is no longer cost-effective to 
maintain.  If unaddressed, these problems will get worse. 
 
There is an opportunity now to establish a new data warehouse that delivers enduring value by providing a more 
stable, scalable, secure, flexible and cost-effective platform.  This will allow MSD, OT, and HUD to deliver core 
functions, address emerging business priorities and respond more sustainably to longer term and future changes 
and demands on the system. In addition MSD and OT Chief Executives agreed in September 2018 to separate the 
provision of some shared services between the two agencies, with other services continuing to be provided until 
there is a natural investment point that requires a decision. This bid provides such an opportunity and in a way that 
maintains cross sector partnership. 
 
 

4.2  Background 
 
MSD’s data warehouse is a critical asset that supports diverse functions, ranging from frontline operations and 
routine business reporting through to advanced analytics.   The scale and complexity of this data asset, and the 
systems needed to support it, is substantial and growing.  For example, the current system: 

• Provides data management and reporting services for OT and HUD as a shared service. 

• Now contains over 7 million lines of code that must be manually created and maintained. 

• Stores information from over 50 different source applications that needs to be replicated daily. 

• Incorporates multiple regular data updates from eight different agencies. 

• Generates over 270,000 case manager reports each month.  

• Provides weekly service matching information for MSD’s 280,000 main benefit clients. 

• Delivers data feeds for Statistics New Zealand’s Integrated Data Infrastructure. 

• Provides data for performance and accountability reporting. 

• Supports a range of advanced analytics capabilities, including research, evaluation and business intelligence. 

 

MSD recently commissioned Accenture to, in part, review the state of the data warehouse.  This review identified 
that the current system is under severe strain caused by the cumulative effects of multiple factors, including: 

• The platform architecture is not designed to meet increasing government and wider public demands for 
flexibility, service innovation and data transparency. 
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• Poor data governance and the lack of a cohesive vision.  This has meant that system changes are often 
undertaken in an ad hoc way with little to no oversight and coordination to ensure these changes are 
sustainable.   

• Lack of codified standards and practices.  System changes are often poorly or inconsistently documented which 
creates significant risks when the few staff with deep institutional knowledge leave the organisation. 

• The compounding effects of technical debt. Over time, the accumulation of ad hoc fixes and poor processes has 
meant the system is becoming increasingly prone to outages.  Often the only option to address these issues is 
to create new artefacts, rather than fix the underlying, systemic issues – leading to yet more complexity and 
system vulnerability. 

 
There is now clear evidence the system has grown unsustainably and that technical debt has reached a point where 
it is having critical and imminent, if not immediate, impacts across MSD’s business including: 

• Significant adverse impacts on MSD clients and frontline staff.  Over the course of 2018 there have been 
regular outages and operational failures caused by the complexity and inflexibility of the system.  In one recent 
example, medical certificate matches (needed to process payments to clients with disability) had to be 
processed manually at an overhead of 44 FTE per day at front line. Vendor experts and MSD technicians took 
nearly two weeks of investigation to diagnose and take measures to address the problem.   

• The probability of outages having potentially very severe impacts on clients is becoming increasingly likely, if 
not inevitable. For example, the Accenture report notes that more complex errors are believed to exist, but 
have not been identified, and that outages could have widespread impacts on highly vulnerable clients, for 
example, urgent housing grants may be delayed, urgent at-risk children may not be flagged for attention, MSD 
may continue to contact deceased clients or initiate debt recovery because DIA data is unavailable. The risks to 
client wellbeing and the wider reputational risks to MSD and the Government are therefore substantial. 

• Risks to client data security, public trust and meeting obligations pursuant to the Privacy Act 1993.  The 
Privacy Act, as well as new guidance from Stats New Zealand, and MSD’s Privacy Human Rights and Ethics 
framework, include principles that agencies must follow to demonstrate how personal information is used with 
the aim of ensuring that only authorised users can access personal data and for a legitimate purpose. However, 
the historical lack of a coherent data governance system, and unclear processes, makes it increasingly 
challenging, if not impossible, to meet these obligations because it is difficult to understand MSD’s data assets, 
their relationships, who has access to them and how and where they are used. These privacy risks are 
compounded whenever system changes occur. It is further noted that OT is concerned that only authorised 
staff should be able to access their agency’s data, but the current system does support the level of agency 
control and oversight required. 

• Increasing resources needed to maintain even basic functionality.  Because of the growing complexities and 
interdependencies within the system, implementing even minor system changes and correcting errors is 
becoming increasingly costly and time-consuming. A simple legislative change to a descriptive text, for 
example, requires manually modifying and testing 150 reports. In one instance, a data error affecting 200 
clients over a three month period required approximately one month of processing time to resolve. Over all 
work occurring in the warehouse, it has been estimated that 75-80% of developer resource is spent 
maintaining the over 7 million lines of production code (this includes responding to up-stream system 
changes), with only the remainder available to support new initiatives, growth, or transformation.    

• Risks to the accuracy and timeliness of delivery. The reputation of MSD and the wider integrity of the benefits 
system depend on accurate and timely reporting. The lack of controlled and consistent reporting rules, means 
that it is becoming increasingly challenging to provide assurance that key data is being reported accurately and 
consistently. The manual work and complexity often means customers need to wait too long for information. 

• Risk of not meeting future need, growth or innovation. The current system is an impediment to realising the 
expected value of advances in analytics. 

  

 





















  

112 
 

components.  It is focussed on addressing risk in a way that is consistent with modern practices and enables 
delivery of new value as well as existing products and services.  Appendix 8 elaborates on this target state. 
 
The preferred remediation option is rebuilding the data warehouse (See Appendix 7 for a full options analysis). The 
other options do not achieve all of the objectives, and, importantly, they cannot be delivered in a way that will 
support Te Pae Tawhiti or provide the flexibility to respond to longer term demands for system change and 
innovation.  In every implementation of our strategic shifts and transformation, data and analytics provide key 
pillars of capability that are predicated on fast, accurate access and analysis of historical data that only emerge 
from the preferred option.    
 
  

4.5  Delivery Plan and Procurement (Commercial Case) 
 
4.5.1  Governance  
 
It should be noted that MSD has, in the last two years, re-organised our governance structure to include an 
Investment Strategy Governance committee (ISGC) responsible for endorsing high level investment decisions, and 
has delegated authority directly from MSD LT. 
 
This is underpinned by a Portfolio Executive committee (PEC) that makes prioritisation decisions.  
 
Underneath these governance groups are a more operationally focussed Data Design Authority (DDA) and a Data 
Management Reference Group (DMRG).  The DDA and the DMRG, established in mid-2018, are specifically 
responsible for guiding decisions about design and implementation of data and analytics solutions, and it is these 
committees that will oversee the architecture and design decisions to ensure alignment to our Data and Analytics 
Strategy principles.    
 

 
4.5.2  Platform Rebuild  
 
In addition to the mitigation options considered above in section 4.4.4, we also considered options along three 
other dimensions as part of the delivery plan: 

 
• Service solution (how we partner with OT and HUD to develop the -services needed),  

• Service delivery (cloud versus on-premises delivery) and,  

• Implementation & Funding (how we phase and fund the delivery).    

 
The detailed analysis of each option is in included in Appendices 3-5.  
 
This analysis leads to the preferred set of options: 
 
• Mitigation Options: Rebuild the data warehouse.  

• Service Solution: Co-design the solution with OT and HUD, and as a further option decide on the operation and 
management towards the end of the 1st year of design and build.  

• Service Delivery: Provision using Infrastructure as a Service (IAAS), Platform as a Service (PAAS) and managed 
services in a public cloud environment.  

• Implementation & Funding: Using programme funding model to redesign and provision over 4 years using an 
“MVP and scale” approach. 

The preferred scope and service delivery options will involve a formal procurement, as there are several vendors in 
the Market that can address these options and we do not take a view on the optimal detailed solution, preferring 
to let that emerge.  
 
In the Service Solution case, however, OT and HUD are in agreement that this overall approach is agreeable.  

 



  

113 
 

The implementation plan revolves around designing a small minimum viable product and iterating by progressively 
building out data products involving design, migrate data, build phases, as shown in Figure 3: 
 
 

 
Figure 3: Delivery assumes developing an MVP and scaling. 

 
This involves progressively building new products as we decommission heritage functionality.  Further details of the 
work streams necessary to accomplish this rebuild are discussed in Appendix 7.  
 

 

4.5.3  Partial Target Remediation 
 
We recently held a four day workshop with SAS in part to consider options for a partial remediation of the existing 
platform. In this approach we recommend selecting the top three highest risk components: an expanded data 
lineage across all current data assets, having a focused and dedicated work stream to decommission several key 
high risk products, and re-building some functionality generated by the warehouse for case management 
(Appendix 8 details these options).  
 
This solution uses all our existing platform components to implement remediation, and this has consequences for 
delivery:   
 
• We would use the existing SAS based data warehouse, noting that the current platform software will require a 

major upgrade in 3 years anyway and so this solution will need further future investment to migrate. 

• The service delivery is on-premises using current infrastructure and there is a limited ability to remediate 
operational failures. 

• This also limits the options for partnering with OT and HUD because the current warehouse was not designed 
to support the security and data access models now required.  All of the options presented leave the status quo 
in place with respect to OT and HUD. 

• This is a “no procurement” option and so there is a prior assumption that existing capability is fit for purpose, 
even though we know in some areas this is not true. 

 
There are significant implications, principally that only some risks can be addressed, and then only in part.  
Additionally as we would be building onto an already complicated system, there would need significant future 
investment.   
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considered and has significant operational capability. Nevertheless, accounting for the differences the 
relative efforts involved are broadly consistent.  

• Ongoing operating expenses:  The 2022/23 numbers for software subscription and Infrastructure as a 
Service (IaaS) are assumed to be on-going.   

• OT and HUD: In the preferred option OT &HUD would keep their contribution to the current data 
warehouse software and hardware, and shared services and this would allow those agencies to cover 
their cloud usage and resourcing for data and analytics.  Financial arrangements could be for any 
shared components would have to be negotiated closer to the conclusion of the project when the 
exact nature of shared cloud resources would be known. 

• More details: of the costing can be found in Appendix 7. 

 
 

4.6.1.2 Assumptions for Rebuild 
 

The assumptions in this costing for the rebuild option are: 
 

• There are four work teams and resource profile shown in Figure 4.  Note that Appendix 7 gives more 
details of the team structure and rates.   

• The work would start November 2019.  From July to October there is project preparation with a lower 
FTE footprint.  Project establishment activities such as procurement, acquiring office space, and on-
boarding would run during this time.   

• Building analytics products is outside the scope of this bid and that existing baseline teams will do that 
work.  This bid just sets up the platform and the data infrastructure to support the data products.  

• The training costs for existing staff onto the new platform are not included 

• The costs for running the procurement process are supported by the staff on-boarded in the July-Sep 
time period e.g. the Project Manager, Architects and Leads. 

• The costs needed for changing MSD systems to allow any integration are not included  

• The initial use of the cloud resources and software subscription (2019) costs is currently provided by 
Accenture as a best estimate based on available information, with the caveat that they have not done 
a usage review of our systems.  Work is on-going to validate these numbers by refining a needs 
analysis of current deliverables, and by validating externally.   

• Cloud usage grows over the project life as data is migrated, and thereafter at 10% per year. 

• That MSD is “cloud ready” i.e. the capability exists to consume cloud services  during the development, 
and that we develop capability to monitor and manage these services long term 

• That MSD decommissions the existing data warehouse at the conclusion of the rebuild 
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5. Digital Capability 
 

5.1  The case for scaling the Ministry’s Digital Architecture 
 

Client demand for MSD’s digital services is set to double over the next two years. We know the number of clients 
who connect with us online is increasing significantly (currently growing at up to 1,000 new MyMSD users per day), 
and we know the frequency of client online interactions with us is also increasing. In other words, more clients are 
demanding to use our online services, and they are demanding to use these services more and more regularly.  
 
We know that our digital platforms were not built to cope with this new load, and they will not be able to support 
the complexity of transactions we need to provide our clients with at these new demand levels.  All of these factors 
mean that the current MSD online platform is not sized or architected correctly to deliver services at this new level, 
and is likely to fail under these steadily increasing loads.  
 
Given we already have 650,000 clients registered in our digital channels, we know the effects of failure and 
disruption in our online channel would be major and widespread, with severe implications for both the Ministry 
and for all of our clients who use this channel.  
 
The Ministry’s digital architecture is in this position because it has emerged over a number of years from a series of 
short-term tactical decisions. These decisions were constrained each time by technology limitations, time, and cost, 
which have resulted in a now complex architecture. 
 
The piecemeal build of the Ministry’s straight-through processing has meant that there are high volumes of manual 
tasks being generated from client online applications. It has already resulted in high volumes of laborious and 
repetitive manual work for staff, and it has meant long delays for client applications to be processed. These 
problems and wait times will increase to critical levels under the predicted future loads. The straight-through 
processing implementation, and the Ministry staff impacted by it, will be unable to cope with these higher levels. 
 
Because of all of these factors, urgent investment is required now; to increase the scalability of the digital 
architecture to handle the demand we know is coming, as well as to remediate the straight-through processing 
issues we already have and we know will fail with an increased transaction load. 

 
 
 
5.2  Background 
 
The Ministry’s client-facing digital architecture has emerged over a number of years from a series of short-term 
decisions. These decisions were constrained each time by technology limitations, time, and cost; resulting in a now 
complex architecture.  
 
Significant decision points which led to today’s digital channel architecture are described below: 

• 2013 - When Cúram UA (Universal Access) was originally deployed as part of the Enhanced Online Services 
(EOS) project, our Client Management System (CMS) was not yet the master of client records (prior to the 
Single CMS project completing), and CMS had not been upgraded to a compatible software version. EOS was 
consequently deployed as a stand-alone Cúram instance, requiring additional effort and complexity, and 
bespoke integration between EOS and CMS.  The on-going cost of change of the Cúram platform is significant, 
and introduced client experience constraints which resulted in low client uptake. 

• 2015 - Under the Simplification programme, significant improvements were made to the digital channel with 
the introduction of MyMSD. MyMSD was delivered as a solution to enable mobile-friendly self-service for 
clients (which was not possible at the time with Cúram Universal Access). Tactical decisions were made as to 
sub-software components which prevent the MyMSD application to scale. It was initially an agile and light-
weight application, but over time it has grown to become a larger and increasingly complex application. 

 














